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Abstract—We consider a machine-type communication
(MTC) node that is served by a hybrid access point (HAP)
which provides RF power transfer to the node and receives
data transmission from the node. Due to the lossy wireless
medium and limited efficiency of RF energy transducer,
the energy cost at the HAP is substantial. To minimize the
energy cost while still satisfying the system requirement, the
harvested energy at the MTC node must be used efficiently.
To this end, we consider that the MTC node employs data
compression in order to reduce the energy cost of data
transmission. Data compression itself consumes time and
energy, which needs to be carefully controlled. Thus, we
propose to jointly optimize the harvesting-time, compression
and transmission design, to minimize the energy cost of the
system under given delay constraint. The proposed scheme
achieves up to 19% performance gain, under given system
constraints, as compared to optimizing harvesting-time ratio
and transmission rate without employing compression.

I. INTRODUCTION

The limited operational time of battery operated wire-
less machine-type communication (MTC) nodes is a major
hurdle in fully realizing the potential of the Internet of
Things (IoT) [1]. Radio frequency based energy harvesting
(RF-EH) has recently emerged as a promising solution
to provide perpetual-lifetime for MTC nodes [2–4], i.e.,
it may stay operational indefinitely long. In this work,
we consider a unified wireless power transfer (WPT) and
wireless information transfer (WIT) system. We seek to
intelligently design the operation of a MTC node and a
hybrid access point (HAP) with an objective to minimize
the power transferred by the HAP.

The prior studies have considered the unified WPT and
WIT systems from the perspective of RF-EH efficiency
[4–7]. The RF-EH is mainly dependent on aspects such
as the transmitted power, wireless medium, rectification
efficiency, etc. Firstly, the HAP’s transmitted power under-
goes attenuation due to the fading and pathloss, afterwards
the RF-EH circuit’s sensitivity threshold (−10 to −30
dBm [4]) further cuts down the received power, and lastly
the RF energy transducer harvests energy with a limited
efficiency (< 50% [8]). Consequently, even for a short
distance, the HAP spends a substantial amount of energy
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on WPT process. Therefore, the energy cost of the HAP is
an important component to consider for efficient operation
of a RF-EH based communication system.

To achieve energy minimization at the HAP, it is critical
to minimize the WIT energy cost subject to the system
constraints. The existing literature proposes the power-rate
adaptation [5–7], [9–11] to minimize the transmission en-
ergy cost under the given delay constraint. This approach
is only valid when the distance is large and the transmit
power dominates the circuit power [6], [7]. In practical
RF-EH systems, the distance is very short and thus the
circuit power cost cannot be ignored. Thus, decreasing the
transmission rate prolongs the transmission time but may
not necessarily decrease the transmission energy cost.

Recently, [12] proposed using data compression to min-
imize the transmission energy cost by reducing the amount
of data to transmit. It was shown that jointly optimizing
transmission and compression in a traditional non-EH
communication system minimized energy consumption
significantly (typically over 90%) as compared to opti-
mizing transmission only without compression. Motivated
by this potential of data compression to reduce the energy
cost, we consider this technique for a wireless powered
communication system. In such systems, the time spent
on compression (which itself consumes energy [13–15])
must be carefully controlled. To the best of our knowledge,
none of the prior works has considered the impact of data
compression while devising the WPT and WIT policies
for a wireless powered MTC system.

Paper contributions: In this paper, we consider a
wireless powered MTC system comprising of a MTC node
and a HAP. We employ a harvest-and-use strategy, i.e., the
HAP first transfers RF power to the MTC node, which then
transmits its data to the HAP.
• We propose to jointly optimize energy harvesting,

compression and transmission times to minimize the
system energy cost, which is injected by the HAP,
when only statistical gain is known at the MTC node.

• Our results show that, for practical parameter values,
employing and optimizing data compression in a
wireless powered MTC system reduces the energy
consumption by a further 19%, compared to only
optimizing harvesting and transmission times. Specif-
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Fig. 1: Illustration of the considered WPCN.

ically, the energy saving is significant when the delay
constraint is less stringent.

II. SYSTEM MODEL

We consider a wireless powered communication system
employing a harvest-and-use strategy, i.e., the HAP peri-
odically transmits a power beacon and a MTC node har-
vests RF energy and transmits its sensed data to the HAP,
as illustrated in Fig. 1. The system follows a block-wise
operation with a block of duration T seconds. Within each
time block the MTC node performs four main functions,
i.e., (i) energy harvesting, (ii) sensing, (iii) compression
and (iv) transmission, as shown in Fig. 2. The energy spent
by the MTC node to perform all its operations in a given
time block is denoted by EMTC.

Channel model: The MTC node is equipped with an
omnidirectional antenna and the HAP is equipped with
a directional antenna with gain G. The MTC node and
the HAP are located at a distance r. We assume channel
reciprocity between WPT and WIT channels [5]. The
channel is composed of large scale path loss, with path
loss exponent α, and small-scale quasi-static flat Rayleigh
fading channel, i.e., the fading channel gain |h|2 remains
constant in a given time block and is independently
and identically distributed from one time block to the
next [5], [16]. We assume the instantaneous channel gain
information (CGI) is available only at the HAP [5]. We
consider the additive white Gaussian noise for the channel
with zero mean and variance σ2. The noise power density
is denoted by N0.

Energy Harvesting: The HAP is powered by an elec-
trical grid, whereas the MTC node has simple short-term
energy storage capability [5], [16]. Hence, we assume that
energy accumulation is not possible at the MTC node.
During the first TH seconds of a time block, the HAP
transmits the power beacon with a fixed transmit power
level denoted by PPT, and the MTC node harvests EH units
of energy under fading channel gain |h|2, given as

EH = ηTH

(
κ
|h|2PPT

rα
− Pth

)+

, (1)

where κ =
(
ν
4π

)2
G is the attenuation factor and ν

is the wavelength, 0 6 η 6 1 is the loss in energy
transducer during conversion of harvested energy into
electrical energy, Pth is the RF-EH sensitivity threshold,
and (z)+ = max{z, 0}. Accordingly, the RF-EH circuit
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Fig. 2: Energy harvesting (EH), sensing (SEN), compres-
sion (CP) and transmission (TX) processing times.

can only be activated if the received signal power is greater
than a RF-EH sensitivity threshold [16]. The value of the
thermal noise power, σ2, is typically very small, and thus
it is not included in the energy harvesting model.

Sensing: We assume the MTC node spends a constant
amount of time and energy to acquire a fixed amount of
data in each time block [17]. Note that this sensing cost
model is generic and may represent any other operation or
can even be ignored. Let the time, energy, power spent to
sense and generate a fixed data of size D bits is denoted
by Tsen, Esen and Psen, respectively. Esen is given as

Esen = ϑDPsen, (2)

where ϑ is the per bit sensing time.
Compression: Before transmission, the sensed data of

size D bits is compressed into Dcp bits as per the given
compression ratio Dcp

D . In this work, we adopt a non-
linear compression cost model given in [18] to compute
the compression time, denoted by Tcp, as a function of
Dcp

D , which is given as

Tcp =
τDβ+1

Dβ
cp
− τD, (3)

where τ is the per bit processing time and β is the
compression algorithm dependent parameter that is pro-
portional to the compression algorithm’s complexity. β
determines the time cost for achieving a given compres-
sion ratio and can be calculated off-line for any specified
compression algorithm and given hardware resources. τ
depends upon the micro-controller unit (MCU) processing
resources and the number of program instructions executed
to process 1 bit of data. Note that τ does not represent
the compression time per bit. Let Pcp denote the power
consumed by the MTC node during data compression
process. Pcp is the same as the power consumed while
MCU is processing information, which is predefined.

Transmission: Once the compression process is com-
plete, the MTC node needs to transmit the compressed
data, Dcp, within the same time block. Let the transmission
time is denoted by Ttx. Thereby, Ttx is given as

Ttx =
Dcp

R
, (4)

and the transmission rate, R, is given as

R = B log2

(
1 +

κ|h|2PIT

σ2rαΓ

)
, (5)



where B is the bandwidth of the considered system, PIT
is the transmit power level, and Γ characterizes the gap
between the achievable rate and the channel capacity due
to the use of practical modulation and coding schemes [6].

To compute the data transmission power cost, denoted
by Ptx, we adopt a practical model as given in [6].
The transmission power cost is composed of two main
components, the transmitted power, PIT, and the static
communication module circuitry power, denoted by Po,
which accounts for digital-to-analog converter, frequency
synthesizer, mixer, transmit filter, and antenna circuits, etc.
Accordingly, Ptx is given as follows

Ptx =
PIT

µ
+ Po, (6)

where µ ∈ (0, 1] is the power amplifier’s drain efficiency.
The energy spent by the MTC node to perform all its

operations in a given time block is

EMTC = PsenTsen + PcpTcp + PtxTtx. (7)

III. ENERGY MINIMIZATION PROBLEM

In this section, we first present the design objective and
then formulate the energy minimization problem. Finally,
we provide the solution to the problem.

Design Objective: The main problem that we study is
to minimize the system energy cost. The target is to opti-
mally utilize the power injected into the system. The MTC
node solely relies on the power transferred by the HAP.
Thus, the aforementioned objective can be achieved by
minimizing the HAP’s transmitted energy, EHAP = THPPT,
while satisfying the given system constraints. Therefore,
we design policies for the RF energy harvesting, com-
pression and transmission processes whilst guaranteeing
the desired quality of service (QoS) requirements.

We consider a harvest-and-use strategy for energy har-
vesting and sensed data transmission. Therein, a fraction
of the total completion time is spent for energy harvesting
operation, which is controlled by the harvesting-time ratio
denoted by 0 6 ρ 6 1, such that TH = ρT . Accordingly,
the rest of the time is spent in sensing, compression and
transmission processes Tsen + Tcp + Ttx = (1 − ρ)T , as
illustrated in Fig. 2. Moreover, the system requires specific
QoS in terms of data reliability and delivery time. This
imposes a constraint in terms of the delay bound, which
mandates that the cumulative completion time of the MTC
node’s operations, must meet the deadline, T . Moreover,
the system imposes another probabilistic constraint on the
successful data delivery. Specifically, the data should be
successfully delivered with probability equal to a given
value, denoted by δ.

The channel varies independently in different time
blocks. In a given time block, if the channel is in deep
fade, the required level of energy to transfer, EHAP, would
be too high to achieve the given system performance. This
high energy cost might be infeasible for a loss tolerant
system, a typical case in sensor networks. Moreover, when

the channel is in deep fade, the delay bound may also
hinder the HAP to transfer the required amount of energy
and the MTC node may not be able to complete all of
its operations within the given deadline. Also, when the
channel is in deep fade, the MTC node would not be able
to harvest enough energy to perform its operations within
the deadline, referred to as the energy outage.

The probability distribution function (pdf ) of the CGI,
|h|2, is exponentially distributed and is given as

f
(
|h|2
)
,

1

λ
exp

(
− |h|2 1

λ

)
, |h|2 > 0, (8)

where λ is the scale parameter of the pdf .
To minimize HAP’s transmitted energy, EHAP, under

given data delivery constraint, the best strategy is to
exploit the channel diversity in different time blocks.
Therein, the system is operated only when the channel
gain is larger than a specific value, denoted by Θ, which
satisfies the probabilistic data delivery constraint. Accord-
ingly, the value of Θ can be computed using the expression

P
{
|h|2 > Θ

}
= δ. (9)

The left hand side of (9) represents the complimentary
cumulative distribution function (ccdf) for |h|2. For the
considered Rayleigh fading channel, the fading power
gain, |h|2, is exponentially distributed, which yields

1−
[
1− exp

(
−Θ

1

λ

)]
= δ. (10)

Solving the above equation for Θ yields

Θ = −λ ln
(
δ
)
.

Hence, in a given time block if channel gain is lower
than the threshold value, i.e., |h|2 < −λ ln(δ), then
HAP simply informs the MTC not to perform any of
its operations and, for simplicity, we ignore the energy
consumed by this action from the HAP.

A. Optimal Design Policies for the MTC Node

When the channel is good enough to preclude the
energy outage, i.e., |h|2 > −λ ln(δ), the HAP transmits
the power beacon and the MTC node performs all of its
operations. This is referred to as an active time block.

Considering the operations at the MTC node, we op-
timize the harvesting-time, ρMTC, compressed data size,
Dcp, and transmitted power, PIT, for a wireless powered
MTC node to minimize HAP’s transmitted energy, EHAP,
under given system constraints. We devise the optimal
design considering the worst-case channel condition that
is possible in an active time block, i.e., |h|2 = −λ ln(δ).
It is because the instantaneous CGI is not available at
the MTC node, and thus MTC node cannot adapt design
parameters to different channel conditions in different time
blocks. The worst-case channel based design ensures that
the required system performance would be met in all active
time blocks using the fixed design parameters.



Minimizing ρMTC actually minimizes EHAP, because
T and PPT are both fixed. Thus, solving the following
problem, for given channel realization |h|2 =−λ ln(δ),
yields optimal MTC node design parameters

minimize
ρMTC, PIT, Dcp

ρMTC

subject to EMTC
(
PIT, Dcp

)
6−ηρMTCT

(κλ ln(δ)

rαP ∗PT
+Pth

)
,

Tsen + Tcp + Ttx 6
(
1− ρMTC

)
T,

0 6 ρMTC 6 1, PIT > 0, Dmin 6 Dcp 6 D.
(11)

where EMTC is given in (7), Dmin is the lower bound on
the compressed data size and its value depends on the
nature of the data and the system application. The first
constraint in (11) mandates that the harvested energy by
MTC node must be large enough to cover the cumulative
energy cost of its operations. The second constraint in (11)
mandates that the completion time for all the MTC nodes’
operations must meet the delay bound. The remaining
constraints reflect practical range of values for harvesting-
time ratio, ρMTC, MTC node’s transmitted power, PIT, and
the compressed data size, Dcp.

The solution to (11) yields optimal MTC node de-
sign parameters ρ∗MTC, P

∗
IT, D

∗
cp to be used by the MTC

node in all active time blocks. Substituting the values
of P ∗IT and D∗cp in (7), yields the fixed optimal minimal
E∗MTC

(
P ∗IT, D

∗
cp

)
which is used in all active time blocks.

It can be shown that the problem defined in (11) is non-
convex, because the first constraint is non-convex in PIT.
By substitution of variable ln

(
1−κλ ln(δ)PIT

σ2rαΓ

)
= z in (7),

EMTC can equivalently be defined as

EMTC
(
z,Dcp

)
= PsenTsen+PcpTcp+

Dcpb

z

(
exp(z)+c

)
.

(12)
where a = −κλ ln(δ)

σ2rαΓ , b = ln(2)
µaB , c = µaPo − 1.

Let d = κλ ln(δ)PPTr
−α+Pth. Accordingly, the prob-

lem defined in (11) can equivalently be given as follows

minimize
ρMTC, z,Dcp

ρMTC

subject to EMTC
(
z,Dcp

)
6 −ηρMTCTd,

Tsen + Tcp +
Dcp ln(2)

Bz
6
(
1− ρMTC

)
T,

06 ρMTC 6 1, z>
2

ln(2)
, Dmin 6Dcp 6D.

(13)
For brevity we omit the proof, however using basic

calculus and some algebraic manipulation, it can be shown
that the problem in (13) is a convex optimization problem.

The solution to the optimization problem defined in (13)
is given by the following theorem.

Theorem 1. In solving the optimization problem in (11), the
optimal MTC node’s transmitted power is given by

P ∗IT =

{
P̃ IT, if Q(P̃ IT, D̃cp) < (1− ρ̃MTC)T.

P̂ IT, otherwise.
(14)

where

P̃ IT =
1

a
exp

(
W0

(
exp

(
ln(c)− 1

))
+ 1
)
− 1

a
, (15)

where W0(·) is the principle branch of the Lambert W function.
P̂ IT is given by the solution of the following equation which can
be solved numerically using Bisection method

Tsen

P−1
sen

+
τDβ+1

P−1
cp D̂β

cp
+
D̂cpb

(
1+aP̂ IT+c

)
ln
(
1+aP̂ IT

) +
ηTd

ρ̂−1
MTC

=
τD

P−1
cp

, (16)

and the optimal compression ratio is given by

D∗cp

D
=

{
D̃cp
D
, if Q(P̃ IT, D̃cp) < (1− ρ̃MTC)T.

D̂cp
D
, otherwise.

(17)

and the optimal harvesting-time ratio is given by

ρ∗MTC =

{
ρ̃MTC, if Q(P̃ IT, D̃cp) < (1− ρ̃MTC)T.

ρ̂MTC, otherwise.
(18)

where
D̃cp

D
=

(
τβPcp ln(1+aP̃ IT)

b
(
1+aP̃ IT

)
+ bc

) 1
β+1

, (19)

D̂cp

D
=

(
τβ
(
T−1Λ̂−1

1 +ηd−Pcp
)

ln(1+aP̂ IT)

Λ̂−1
1

ln(2)

TB
+ ηd ln(2)

B
−b(1+aP̂ IT)−bc

) 1
β+1

, (20)

ρ̃MTC=
1

ηTd

(
τD

P−1
cp
− Tsen

P−1
sen
− τDβ+1

P−1
cp D̃β

cp
− D̃cpb(1+aP̃ IT+c)

ln
(
1+aP̃ IT

) )
,

(21)

ρ̂MTC =
1

T

(
T−Tsen−

τDβ+1

D̂β
cp

+τD− D̂cp ln(2)

B ln
(
1+aP̂ IT

)). (22)

Q(P̃ IT, D̃cp) , Tsen +
τDβ+1

D̃β
cp
−τD+

B−1D̃cp ln(2)

ln
(
1 + aP̃ IT

) , (23)

Λ̂1=
T−1B−1 ln(2)

b
(

ln
(
1+aP̂ IT

)
−1
)(

1+aP̂ IT
)
−bc−ηdB−1 ln(2)

. (24)

Proof: The proof is provided in Appendix A.
Following remark discusses an insight from Theorem 1.

Remark 1. P̃ IT, D̃cp, ρ̃MTC provide an upper bound on the
HAP’s energy cost in any active time block, ρ∗MTCTPPT,
and are optimal design parameters when all constraints
in (11) are slack, i.e., Q(P̃ IT, D̃cp) < (1− ρ̃MTC)T , except
the first constraint. On the other hand, P̂ IT, D̂cp, ρ̂MTC
are optimal design parameters, when all constraints in
(11) are slack except for the first and second constraint.

B. Optimal Design Policies for the HAP

Finally, we can relate the design for the MTC node,
given in Theorem 1, to determine the HAP’s optimal
design. The MTC node employs a fixed harvesting-time
ratio ρ∗MTC, defined in (18), in all active time blocks. ρ∗MTC
is determined based on the worst-case channel condition
due to the unavailability of instantaneous CGI at the
MTC node. However, the instantaneous CGI is available
at the HAP, thus it can adapt the harvesting-time for
different channel conditions in different active time blocks.
Accordingly, the actual harvesting-time used by the HAP



TABLE I: System parameter values.

Name Sym. Value Name Sym. Value Name Sym. Value
RF-EH sensitivity threshold Pth -30 dBm Energy transducer efficiency η 0.5 Pathloss exp. α 3

Sensing power cost Psen 70 mW Power amplifier efficiency µ 0.35 Antenna gain G 10
Compression power cost Pcp 24 mW Compression cost parameter β 5 Bandwidth B 2 MHz
HAP transmitted power PPT 40 dBm Per bit processing time τ 3.9 ns/b Noise density N0 -174 dBm
Radio circuitry power Po 82.5 mW CGI’s pdf scale parameter λ 1 Data size D 200 bits

Data delivery probability δ 0.80 Per bit sensing time ϑ 37 ns/b Distance r 10 m
Min. compressed data size Dmin 0.5×D Modulation gap parameter Γ 0 dB Wavelength ν 0.125 m

to transfer power is given by ρ∗HAPT , where

ρ∗HAP

(
|h|2
)
,

E∗MTC

(
P ∗IT, D

∗
cp

)
ηT
(
κ|h|2r−αPPT+Pth

) 6 ρ∗MTC. (25)

where |h|2 > −λ ln
(
δ
)

is the instantaneous channel gain
in an active time block. Note that the actual harvesting-
time, ρ∗HAP, is almost always less than ρ∗MTC.

The minimal HAP’s transmitted energy is given as

E∗HAP = ρ∗HAPTPPT. (26)

IV. NUMERICAL RESULTS

In this section, we present the numerical results to
observe the performance of the proposed scheme. Unless
specified otherwise, the values adopted for the system
parameters are shown in Table I. Note that we assume
realistic values, consistent with prior works, for EH [9]
and sensing, compression, transmission operations.

Baseline scheme: To illustrate the advantage of joint
optimization of harvesting-time ratio, compression and
transmission rate, we also consider a baseline scheme
which minimizes EHAP by optimizing harvesting-time
ratio and transmission rate only (no data compression is
employed) whilst satisfying the system constraints. This
problem can be given by substituting Dcp = D in (11).
The optimal MTC node’s transmitted power, denoted by
P ∗IT,nc, and harvesting-time ratio, denoted by ρ∗MTC,nc, for
the baseline scheme can be obtained using Proposition 1.

Proposition 1. The optimal MTC node’s transmitted power,
without employing compression, is given by

P ∗IT,nc =

P̃ IT,nc, if Tsen+
B−1D ln(2)

ln
(

1+aP̃ IT

) < 1−ρ̃MTC,nc
T−1 .

P̂ IT,nc, otherwise.
(27)

where

P̃ IT,nc =
1

a
exp

(
W0

(
exp

(
ln(c)− 1

))
+ 1
)
− 1

a
, (28)

P̂ IT,nc =
1

a
exp

(
u

v
−W0

(
− bD
ηdv

exp
(u
v

)))
−1

a
, (29)

where u = cbD
ηd
− D ln(2)

B
and v = Tsen − TsenPsen

ηd
− T . The

optimal harvesting-time ratio is given by

ρ∗MTC,nc =

ρ̃MTC,nc, if Tsen+
B−1D ln(2)

ln
(

1+aP̃ IT

) < 1−ρ̃MTC,nc
T−1 .

ρ̂MTC,nc, otherwise.
(30)

where

ρ̃MTC,nc = − 1

ηTd

(
TsenPsen +

Db(1+aP̃ IT,nc+c)

ln(1+aP̃ IT,nc)

)
, (31)
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Fig. 3: (a) MTC node’s energy cost vs. delay, and (b)
performance gain achieved by HAP through compression.

ρ̂MTC,nc =
1

T

(
T − Tsen −

D ln(2)

B ln(1+aP̂ IT,nc)

)
. (32)

Proof: The proof follows similar steps as the proof
of Theorem 1, substituting Dcp = D. For brevity, we omit
it.

Note that, E∗HAP is now only proportional to E∗MTC, since
all other parameters in (25) and (26) are same for both the
schemes. Thus, we focus on the MTC node’s performance.

Advantage of Proposed Scheme: Fig. 3 plots the MTC
node’s energy cost, EMTC, versus the delay constraint, T ,
for system parameters in Table I. EMTC is plotted using
the optimal MTC node design parameters for the proposed
scheme, when it employs data compression, and for the
baseline scheme, when compression is not employed.

The MTC node’s energy cost, EMTC, is fixed for all
active time-blocks, however the energy of the HAP is
different for different active time block. Nevertheless, the
HAP enjoys a constant performance gain (decrease in its
energy cost) when the MTC node employs data compres-
sion. We can see that the gain compared to the baseline
scheme is significant - up to 19% for the considered
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Fig. 4: MTC node’s optimal transmission rate and com-
pression ratio, vs. the delay bound.

range of delay constraint. This shows the advantage of
employing compression and jointly optimizing harvesting-
time ratio, compression and transmission. In both the
cases, the performance gain straightens out when the
upper-bound on the transmission time is achieved. This
bound means that increasing the transmission time, by
reducing the transmission rate further, would not decrease
the energy cost of the MTC node.

Impact of Delay Constraint: Fig. 4 plots the transmis-
sion rate and compression ratio, and the MTC node’s oper-
ational timing, versus the delay constraint, T , for system
parameters in Table I. We can see that the transmission
rate requirement is significantly higher for the baseline
scheme. However, in the proposed scheme the rate is
almost constant and the compression ratio is adapted to the
delay constant. Once the upper-bound on the transmission
time is reached, both schemes do not need to change
the design parameters to adapt to the delay constraint.
Thanks to the data compression, this upper-bound value
is relatively smaller for the proposed scheme. Thus, em-
ploying compression notably decreases the transmission
rate requirement at the MTC node.

For the proposed scheme, the timing information for dif-
ferent operations of the MTC node in an active time block
is given in Table II. The percentage of time dedicated for
the power transfer operation is 99%, 93%, 80%, for delay
bound values 1 s, 1.5 s, 2 s, respectively. Hence, due to the
inherent limited efficiency of the RF-EH process, specifi-
cally when the delay constraint is stringent, almost all the
active time-block is dedicated for the power transfer oper-
ation. On the other hand, the time available for the MTC
node to perform its operations is 20µ s, 101 ms, 391 ms,
for delay bound values 1 s, 1.5 s, 2 s, respectively. Note
that only 97.78%, 0.014%, 0.0037%, of the available time
is actually spent by the MTC node, for delay bound values
1 s, 1.5 s, 2 s, respectively. Thus, the actual spent time is
very small and most of the time is spent on the RF-EH
process. This is because, the design considers worst-case
channel due to the lack of instantaneous CGI at the MTC
node. For practical parameter values, the results in Table II
confirm the feasibility and provide insights into the actual
operation of a RF-EH powered MTC node.

TABLE II: MTC node’s operational timing vs. delay
bound.

T (s) ρ∗MTCT (s) Tsen(µs) T ∗cp(µs) T ∗tx (µs) Tsen+T ∗cp+T ∗tx (µs)
1 0.999 7.400 8.696 3.458 19.555

1.5 1.399 7.400 2.504 4.373 14.277
2 1.609 7.400 2.502 4.374 14.275

V. CONCLUSION

We investigated the joint WPT and WIT policies, em-
ploying data compression, to minimize the energy trans-
ferred by the HAP under given system constraints. For
practical parameter values, the joint optimization performs
significantly better than only optimizing harvesting-time
ratio and transmission rate without compression. Specif-
ically, the gain is relatively large, up to 19%, when the
delay constraint is stringent.

APPENDIX A
PROOF OF THEOREM 1

Lagrangian function for (13) can be given as in (33)
shown at the top of the next page, where Λi ∈ Λ =
{Λ1,Λ2,Λ3,Λ4} is the Lagrangian multiplier associated
with the ith constraint.

The Karush-Kuhn-Tucker (KKT) conditions for (13) are

Λ1

(Dcpb

z

(
exp(z)+c

)
+
τDβ+1

Dβ
cpP
−1
cp
−τDPcp+ηρMTCTd

+PsenTsen

)
=0, Λ6(Dmin−Dcp)=0, Λ7(Dcp−D)=0,

Λ2

(
Tsen+

τDβ+1

Dβ
cp
−τD+

ln(2)

BzD−1
cp
−T+ρMTCT

)
= 0,

−Λ3ρMTC=0, Λ4(ρMTC−1)=0, Λ5

( 2

ln(2)
−z
)

=0,

(34a)

[ ∂L
∂ρMTC

∂L
∂z

∂L
∂Dcp

]>
= [0 0 0]>. (34b)

where [·]> is the transpose operator.
From (33), taking and setting ∂L

∂ρMTC
= 0 we get

1 + Λ1ηTd+ Λ2T − Λ3 = 0. (35)

From (33), taking and setting ∂L
∂z = 0 we get

Λ1Dcpb

z2

(
(z − 1) exp(z)− c

)
− Λ2 ln(2)

Bz2D−1
cp
− Λ5 = 0. (36)

From (33), taking and setting ∂L
∂Dcp

= 0 we get

Λ1

(
− τβDβ+1D−β−1

cp Pcp + bz−1( exp(z) + c
))

+

Λ2

(
− τβDβ+1D−β−1

cp +
ln(2)

Bz

)
− Λ6 + Λ7 = 0.

(37)

From (34a) we know either Λi is zero or the associated
constraint function is zero for any given i. First consider
that only Λ1 exists. Accordingly, solving (35) for Λ1 and
substituting its value in (36) and solving for z yields

z̃ = W0

(
exp

(
ln(c)− 1

))
+ 1, (38)

where W0(·) is the Lambert function’s principle branch.



L(ρMTC, z,Dcp,Λ) = ρMTC + Λ1

(
PsenTsen+

τDβ+1Pcp

Dβ
cp

−τDPcp+
b(exp(z)+c)

zD̂−1
cp

+ηρMTCTd
)
− Λ3ρMTC + Λ4(ρMTC−1)

+ Λ2

(
Tsen+

τDβ+1

Dβ
cp
−τD+

ln(2)

BzD−1
cp
−T+ρMTCT

)
+ Λ5

( 2

ln(2)
−z
)

+ Λ6(Dmin−Dcp) + Λ7(Dcp−D),

(33)

Substituting z from (38) into (37) yields

D̃cp = D
( τβPcp z̃

b exp(z̃) + bc

) 1
β+1

. (39)

Since, Λ1 6= 0, thereby, from (34a), we have

ηTd

ρ−1
MTC

=
τD

P−1
cp
− Tsen

P−1
sen
− τDβ+1

P−1
cp D̃β

cp
− D̃cpb

z̃

(
exp(z̃)+c

)
. (40)

Solving (40) for ρMTC yields its value given as follows

ρ̃MTC =
1

ηTd

(
τD

P−1
cp
− Tsen

P−1
sen
− τDβ+1

P−1
cp D̃β

cp
− exp(z̃)+c

z̃b−1 D̃−1
cp

)
. (41)

It can be shown that z̃, D̃cp, ρ̃MTC satisfy all the KKT
conditions, thus are optimal for the problem in (13), when
all constraints in (13) are slack, except the first constraint.

Now consider that Λ1, Λ2 exist and Λ3,Λ4,Λ5,Λ6,Λ7

do not exist. Accordingly, solving (35) for Λ2 yields

Λ̂2 = −T−1 − Λ1ηd. (42)

Substituting Λ2 from (42) into (36) yields

Λ̂1 =
T−1B−1 ln(2)

b(z − 1) exp(z)− bc− ηdB−1 ln(2)
. (43)

Substituting the value of Λ2 from (42) into (37) and
solving for Dcp yields its value given as follows

D̂cp = D

(
zτβ

(
T−1Λ̂−1

1 +ηd−Pcp
)

ln(2)

Λ̂1TB
+ ηd ln(2)

B
−b exp(z)−bc

) 1
β+1

, (44)

where Λ̂1 is a function of z and is defined in (43).
Since, Λ2 6= 0, accordingly, from (34a), we have

Tsen +τDβ+1 D̂−βcp −τD+
D̂cp ln(2)

Bz
−T+ρMTCT = 0. (45)

Solving (45) for ρMTC yields its value given as follows

ρ̂MTC =
1

T

(
T−Tsen−τDβ+1 D̂−βcp +τD− D̂cp ln(2)

Bz

)
. (46)

Also, Λ1 6= 0, thereby, from (34a), we have

Tsen

P−1
sen

+
τDβ+1

P−1
cp D̂β

cp
− τD

P−1
cp

+
b(exp(z)+c)

z D̂−1
cp

+
η ρ̂MTC
(Td)−1

= 0. (47)

Numerically solving (47) for z and substituting this
value in (42), (43), (44), (46) yields the values of Λ̂2,
Λ̂1, D̂cp and ρ̂MTC, respectively. It can be shown that
D̂cp, ρ̂MTC, ẑ satisfy all the KKT conditions and thus are
optimal for (13), when all constraints are slack except the
first and second constraint. All other cases for the lagrange
multipliers violate one or more KKT conditions.

The problem in (13) is equivalent to (11), thus the
optimal values of Dcp, ρMTC, PIT, for both cases can
be obtained by substituting z = ln

(
1−κλ ln(δ)PIT

σ2rαΓ

)
in

(42), (43), (44), (46), which will minimize the objective
function in (11).
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