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Allen and Berkley’s image source method (ISM) is proven to be a very useful and popular tech-

nique for simulating the acoustic room transfer function (RTF) in reverberant rooms. It is based on

the assumption that the source and receiver of interest are both omnidirectional. With the inherent

directional nature of practical loudspeakers and the increasing use of directional microphones, the

above assumption is often invalid. The main objective of this paper is to generalize the frequency

domain ISM in the spherical harmonics domain such that it could simulate the RTF between practi-

cal transducers with higher-order directivity. This is achieved by decomposing transducer directiv-

ity patterns in terms of spherical harmonics and by applying the concept of image sources in

spherical harmonics based propagation patterns. Therefore, from now on, any transducer can be

modeled in the spherical harmonics domain with a realistic directivity pattern and incorporated

with the proposed method to simulate room acoustics more accurately. We show that the proposed

generalization also has an alternate use in terms of enabling RTF simulations for moving point-

transducers inside pre-defined source and receiver regions. VC 2018 Acoustical Society of America.

https://doi.org/10.1121/1.5053579
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I. INTRODUCTION

Sound propagation characteristics in reverberant envi-

ronments is an important topic of research. This is due to its

impact on a plethora of applications in audio signal process-

ing. Some well-known techniques for simulating and under-

standing room acoustics include ray/beam tracing,1–5

boundary and finite element methods,6 digital waveguide

meshes,7,8 spatial sound decomposition based methods,9–12

and the well-known image source method (ISM).13 Despite

the abundance of sophisticated room-acoustics simulation

methods available, the relatively basic ISM proposed by

Allen and Berkley13 still remains a sought-after technique

for simulating the room transfer function (RTF) and its time

domain counterpart, the room impulse response (RIR).

The ISM is often utilized by researchers and engineers

to simulate room characteristics for applications such as

soundfield analysis and synthesis,9,14–16 generating stimuli

for perceptual and psychoacoustic tests,17,18 validating algo-

rithms or systems designed to operate in reverberant condi-

tions,19 sound rendering and auralization in virtual auditory

systems,20,21 design of acoustic spaces,22 and commercial

audio device testing. The ISM is also continuously being

improved to increase its efficiency and effectiveness.23–27

The prominent nature of the ISM can be attributed to a num-

ber of strengths compared to other methods. As discussed in

Ref. 25, these include (i) simplicity of algorithmic

implementation; (ii) high degree of flexibility, with many

simulation parameters (such as room dimensions, acoustic

absorption coefficients, source and microphone positions,

reverberation time) adjustable in software; and (iii) the abil-

ity to generate good approximations for realistic RIRs.

Inherently, the ISM simulates the room response

between a point source and a point receiver with omnidirec-

tional directivity. However in practice, acoustic transducers

(speakers and mirophones) are directional due to two rea-

sons: (i) It is impossible to realize omnidirectional or point

transducers due to physical limitations and size, and (ii) with

the recent advancements in design and implementation of

higher-order transducers,28–30 there is an increasing interest

in using transducers with pre-determined directional patterns

to record/produce spatial soundfields. The application of the

original ISM to emulate realistic acoustic scenarios thus

introduces error as the practical transducers violate the

assumption of being omnidirectional. Extension of ISM for

first-order microphones has been proposed in Ref. 31 in the

time domain.

In this paper, we aim to extend the ISM in the spherical

harmonics domain such that it can simulate the frequency

domain room response or RTF for higher-order (or direc-

tional) transducers, both sources and microphones. We first

decompose the soundfield emitted/recorded by the direc-

tional transducers in terms of spherical harmonic functions.

Then, the basic concept of the original ISM is utilized to

derive the acoustic images for spherical harmonic shaped

source emissions. These are then used to formulate the room

induced coupling between the directional source and thea)Electronic mail: prasanga.samarasinghe@anu.edu.au
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directional receiver. Finally, the coupling coefficients are

employed to derive the generalized image source method

(GISM) directional transducers. It is important to note that

this paper is not an alternate ISM, but an expansion to the

existing ISM in the spherical harmonics domain such that it

complies with directional transducers. Therefore, ISM’s

inherent drawbacks, such as its restriction to rectangular

rooms, inability to model diffraction, and the presence of

audible artifacts, will naturally be present in the proposed

generalization.

The remainder of the paper is organized as follows.

Section II summarizes the original ISM while discussing the

basic concept of acoustic mirroring from walls. Section III

presents the formulation of the problem in the spherical har-

monics domain. Section IV discusses the image source con-

cept for directional sources with known directivity patterns,

followed by Sec. V, which derives the relationship between

reflected directional sources and a directional receiver.

Section VI combines the aforementioned derivations to for-

mulate the GISM. Finally, Sec. VII presents simulation

results to verify the accuracy of the proposed generalization.

It also briefly presents a practical application of the proposed

method.

II. SUMMARY OF THE IMAGE SOURCE METHOD

The ISM was originally presented to model the point-to-

point RTF in rectangular enclosures such that when multi-

plied with any desired input signal (in the frequency

domain), simulates the room response as observed at the

receiver point. This section provides a brief background

review of the ISM.

Consider a shoebox room (a “shoebox room” is a practi-

tioning term for a typical rectangular room) with dimensions

(Lx,Ly,Lz) for length, width and height, respectively. Assume

a Cartesian coordinate system is defined inside this enclo-

sure, where the origin coincides with one of the corners of

the room. Let a point source be positioned at xs ¼ ðxs; ys; zsÞ,
and a point receiver be positioned at xr ¼ ðxr; yr; zrÞ. The

direct path received at xr is then given by the Green’s

function

Pdðk; xs; xrÞ ¼
eikjxs�xr j

4pjxs � xrj
; (1)

where k¼ 2pf/c, with f and c representing the frequency in

Hz and sound of speed in ms–1, respectively. The formula-

tion of the ISM is based on geometric room-acoustic princi-

ples. It is assumed that the reflections characteristics of each

wall can be defined in terms of a sound reflection coefficient

c, which relates to the absorption coefficient w through

w ¼ 1� c2: (2)

In the original image source formulation,13 the reflection

coefficients are assumed to be independent of both (i) sound

wave incident angle and (ii) frequency. As shown in Fig. 1,

the RTF from the source to the receiver can be determined

by considering image sources on an infinite grid of mirror

rooms expanding in all three dimensions. Note that in real-

world applications this grid can be truncated to an order

enclosing a sufficient number of image sources to represent

the given room’s inherent reverberant characteristics. The

contribution from each image source to the receiver signal is

a replica of the original source signal, attenuated by a certain

amplitude factor and phase shifted by a certain angle. The

RTF, hence, follows as

Pðk; xs; xrÞ ¼
X1

p¼0

X1
r¼�1

cja�qj
x1 cjajx2cjb�jj

y1 cjbjy2

� cjc�‘jz1 cjcjz2

eikjRpþRr j

4pjRp þ Rrj
; (3)

where p ¼ ðp1; p2; p3Þ and r ¼ ðr1; r2; r3Þ are triplet parame-

ters controlling the indexing of the image sources in all

dimensions, Rp ¼ ðxr � xs þ 2p1xs; yr � ys þ 2p2ys; zr � zs

þ2p3zsÞ, and Rr ¼ ð2r1Lx; 2r2Ly; 2r3LzÞ; cx;i; cy;i; cz;i; with

i¼ 1,2, are wall reflection coefficients where i¼ 1 refers to

the wall closest to the room origin, and i¼ 2 refers to walls

on the opposite sides. The room origin is assumed to be at

x¼ y¼ z¼ 0. Note that the sum
P1

p¼0 indicates three sums,

for each of the three components of p ¼ ðp1; p2; p3Þ, and

similarly, the sum
P1

r¼�1 indicates three sums over

r ¼ ðr1; r2; r3Þ. Physically these sums are over a three-

dimensional (3-D) lattice of image points, where p
involves an eight point lattice, and r involves an infinite

lattice, which can be truncated at the reflection order R.

Note that this order largely depends on the room’s inherent

characteristics, includingroom size, shape, and boundary

materials.

With increasing order of reflections r, the number of

image sources included in Eq. (3) increases cubically.

Therefore, even if one claims it is technically possible to

represent any directional source/receiver in terms of a

weighted sum of point sources/receivers, the respective cal-

culation of the multiple RTFs can lead to a significant com-

putational load in practice causing loss of simplicity and

elegance.

FIG. 1. (Color online) Concept of image sources where walls are considered

as mirrors.
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III. PROBLEM FORMULATION

In this section, we formulate the problem at hand in the

spherical harmonics domain. The spherical harmonics (Fig. 2)

are a set of orthogonal spatial basis functions that can be utilized

to decompose any arbitrary function defined on the sphere.

A. Spherical harmonics based representation of
directional transducers

Here, we illustrate a realistic scenario where the source

and receiver are directional. As shown in Fig. 3, let there be

a directional source at xs and a directional receiver at xr.

When observed on a sphere, the outgoing soundfield from

the source with respect to xs and the resulting room response

arriving at the receiver with respect to xr can both be

expressed in terms of independent spherical harmonic

decompositions as follows.

1. Spherical harmonics representation of the outgoing
soundfield from a directional source

Consider a homogeneous outgoing soundfield from the

source at xs. When observed at any arbitrary location with

spherical coordinates zðsÞ ¼ ðzðsÞ; hðsÞz ;/ðsÞz Þ with respect to

xs, this outgoing soundfield can be represented using a spher-

ical harmonic decomposition of the form32

SoutðzðsÞ; kÞ ¼
X1
n¼0

Xn

m¼�n

bnmðkÞhnðkzðsÞÞYnmðhðsÞz ;/ðsÞz Þ;

(4)

where hn(�) denotes the spherical Hankel function of the first

kind for order n, Ynm(�) denotes the spherical harmonic func-

tion of order n and mode m, defined by32

Ynm h sð Þ
z ;/ sð Þ

z

� �
¼ Pnjmj cos h sð Þ

z

� �� �
1ffiffiffiffiffiffi
2p
p eim/ sð Þ

z ; (5)

where PnjmjðcosðhðsÞz ÞÞ¢
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2nþ 1Þðn� jmjÞ!=4pðnþ jmjÞ!

p
�PnjmjðcosðhðsÞz ÞÞ is the normalized associated Legendre

polynomial with PnjmjðcosðhðsÞz ÞÞ being the associated

Legendre polynomials. The coefficients bnm(k) of Eq. (4)

denote the respective spherical harmonic weighting for the

order n and mode m, which in this case represents the direc-

tional characteristics of the loudspeaker. Note that depending

on the source directivity pattern, the infinite summation in

Eq. (4) can be truncated at order N.

2. Spherical harmonics representation of incident
soundfield at the directional receiver

Consider a homogeneous soundfield incident at the direc-

tional receiver at xr. This soundfield when observed at any arbi-

trary location with spherical coordinates zðrÞ ¼ ðzðrÞ; hðrÞz ;/ðrÞz Þ
with respect to xr, can be represented in terms of a spherical har-

monic decomposition of the form32

SðzðrÞ; kÞ ¼
XV

v¼0

Xv

u¼�v

avuðkÞjvðkzðrÞÞYvuðhðrÞz ;/ðrÞz Þ; (6)

where jv(�) denotes the spherical Bessel function of order v,

and V is the respective truncation limit determined by

V ¼ dkzðrÞe due to the presence of spherical Bessel functions.33

FIG. 2. (Color online) Illustration of

spherical harmonic functions Ynm(�)
with different brightnesses represent-

ing the phase relationships.

FIG. 3. (Color online) Illustration of a source and receiver with directional

characteristics.
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A Vth-order microphone located at xr would be capable of suc-

cessfully extracting the soundfield components avu(k) for v¼ 0:

V and u¼ –v: v with respect to its local origin.28 If the higher-

order microphone has beamforming capability (i.e., similar to

the directional receiver shown Fig. 3), then each recorded

soundfield coefficient will be scaled as avu(k)� dvu(k), where

dvu(k) are the beamformer coefficients or the harmonic domain

coefficients of the beampattern when described using spherical

harmonic decomposition similar to Eq. (6).

B. Summary of the problem

Note that for a given loudspeaker, its order can be deter-

mined by N ¼ dkR̂e, where R̂ is the radius of the smallest

sphere enclosing the physical speaker.34,35 We assume the

order N and outgoing soundfield coefficients bnm(k) are

known for the loudspeaker of interest. Based on spatial

soundfield theory, the spherical harmonic coefficients

beyond this order can be assumed to be negligible. We also

assume that the order V of the directional microphone is

known, and it is capable of recording all the soundfield coef-

ficients up to order V. If the directional microphone has

beamforming capabilities, then the corresponding beam-

former coefficients dnm(k) are also assumed to be known.

The objective of this paper is to generalize the ISM to direc-

tional transducers. For this purpose, it is required to (i) apply

the image source concept to directional sources and (ii)

parameterize the room response between directional trans-

ducers in terms of a single closed form equation. In the

remainder of this paper, we address these problems one by

one, and formulate a GISM for a rectangular (or shoebox)

room.

IV. ACOUSTIC IMAGE OF A DIRECTIONAL SOURCE

In this section, we extend the image source concept to

directional sources, whose outgoing soundfield can be

decomposed in terms of spherical harmonics [Eq. (4)].

By definition, the ISM for point sources repetitively

place each image of the original source on the far side of the

respective wall. As expressed in Eq. (4), the outgoing

soundfield from a directional source as observed at a point

zðsÞ can be decomposed in terms of spherical harmonics

where each unit amplitude outgoing mode is of the form

hnðkzðsÞÞYnmðhðsÞz ;/ðsÞz Þ. Intuitively, extending the image

source concept to each unit amplitude outgoing pattern of

the above form seems straightforward. However, this is not a

simple task because when performing the reflection opera-

tion along a particular wall, the positive direction of the

Cartesian axes local to the directional source effectively

rotates. As shown in Fig. 4, this problem will not pose nega-

tive influence on point sources [or the zeroth-order source

pattern h0ðkzðsÞÞY00ðhðsÞz ;/ðsÞz Þ] as their outgoing field is rota-

tionally invariant. However, for all other spherical harmonic

excitation patterns hnðkzðsÞÞYnmðhðsÞz ;/ðsÞz Þ when n> 0, the

outgoing field gets mirrored due to the intrinsic shape of

spherical harmonic functions. Thus, the reflected image (see

Fig. 5 for an example) has to be carefully modeled for all

spherical harmonic domain excitation patterns.

A. Acoustic image of a spherical harmonic based
excitation pattern

Let us consider a unit amplitude outgoing mode of order

n and mode m from the directional source. As shown in Eq.

(4), each unit amplitude outgoing mode carries two functions

hn(kz(s)) and YnmðhðsÞz ;/ðsÞz Þ, where hn(kz(s)) is not affected by

the mirrored axes due to its independence of the angles h
and /. For the term YnmðhðsÞz ;/ðsÞz Þ, it is required to incorpo-

rate an appropriate mirror operation to offset the influence

from the change of axis positive direction.

Let us discuss the effect on YnmðhðsÞz ;/ðsÞz Þ as the original

source is reflected from the Cartesian planes X-Z, Y-Z, and

X-Y adjacent to the room origin. As showed in Fig. 4, when a

directional source is reflected from an X-Z plane, the azimuth

angle with respect to xs experiences a rotational shift of

/rotate ¼ �/original. Similarly, for the X-Z plane, the azimuth

FIG. 4. (Color online) Reflection from the X-Z and Y-Z planes for an omnidirectional source.
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angle experiences a rotational shift of /rotate¼p – /original,

and for the X-Y plane, the elevation angle experiences a rota-

tional shift of hrotate¼ –horiginal. These effects can be incor-

porated in the spherical harmonic excitation pattern

½YnmðhðsÞz ;/ðsÞz Þ� of a directional source to summarize its adja-

cent image sources as follows. Note that we utilize the rota-

tional properties of spherical harmonics36,37 to perform an

extra simplification step where the rotations on azimuth and

elevation angles are transferred to degree n and mode m.

The adjacent image source reflected from the X-Z plane

will emit spherical harmonic patterns of the form

YnmðhðsÞz ;�/ðsÞz Þ ¼ ð�1ÞmYn;�mðhðsÞz ;/ðsÞz Þ: (7)

The adjacent image source reflected from the Y-Z plane will

emit spherical harmonic patterns of the form

YnmðhðsÞz ; p� /ðsÞz Þ ¼ Yn;�mðhðsÞz ;/ðsÞz Þ: (8)

The adjacent image source reflected from the X-Y plane will

emit spherical harmonic patterns of the form

Ynmð�hðsÞz ;/ðsÞz Þ ¼ ð�1ÞnþmYn;mðhðsÞz ;/ðsÞz Þ: (9)

The above results are summarized in Table I.

The above results depict the reflection operation

related to each plane adjacent to the room origin. Similar

operations can be carried out to all first-order and higher-

order images.

Therefore, analogous to the ISM for a point source [Eq.

(3)], the room response for a unit amplitude source excita-

tion pattern of the form hnðkzðsÞÞYnmðhðsÞz ;/ðsÞz Þ originated at

xs, as observed at the receiver origin xr is

Pnmðk;xs;xrÞ¼
X1

p¼0

X1
r¼�1

cja�qj
x1 cjajx2cjb�jj

y1 cjbjy2cjc�‘jz1

� cjcjz2 ð�1Þðjþ‘Þmþ‘nhnðkjRpþRrjÞ
�Yn;ðð�1ÞqþjmÞðh

ðsÞ
~z ;/ðsÞ~z Þ: (10)

Note that the above expression is an important result as

it can be defined as the ISM between a single-mode source

[i.e., emitting hnðkzðsÞÞYnmðhðsÞz ;/ðsÞz Þ] and a point receiver.

This will act as the basic building block of the proposed

GISM. Also note that when n¼ 0 and m¼ 0, Eq. (10) simpli-

fies to the original ISM [Eq. (3)].

V. COUPLING BETWEEN A DIRECTIONAL SOURCE
AND A DIRECTIONAL RECEIVER

A. Room response as observed by a directional
receiver

Here, we look at the directionality of the receiver in

more detail. As described earlier, a Vth-order incident sound-

field can be expressed by Eq. (6), and a Vth-order micro-

phone is capable of recording all the corresponding

soundfield coefficients. These microphone recordings enable

the prediction of sound at any arbitrary location zðrÞ away

from its local origin xr given dkxre � V.

Let us consider the incident spatial soundfield at a

Vth-order microphone due to a unit amplitude outgoing

mode hnðkzðsÞÞYnmðhðsÞz ;/ðsÞz Þ from the source position xs. We

FIG. 5. (Color online) Reflection from the Y-Z plane for an outgoing mode of the form Y33ðhðsÞz ;/ðsÞz Þ. The two brightnesses represent phase relationships.

TABLE I. Acoustic image of the spatial excitation pattern YnmðhðsÞz ;/ðsÞz Þ
when mirrored from Cartesian planes.

Cartesian plane Image

X-Z ð�1ÞmYn;�mðhðsÞz ;/ðsÞz Þ
Y-Z Yn;�mðhðsÞz ;/ðsÞz Þ
X-Y ð�1ÞnþmYn;mðhðsÞz ;/ðsÞz Þ
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express the soundfield observed at zðrÞ, a point away from

the microphone origin, in terms a spherical harmonic decom-

position similar to Eq. (6) as

Pnmðk; xs; z
ðrÞÞ ¼

XV

v¼0

Xv

u¼�v

anm
vu ðkÞjvðkzðrÞÞYvuðhðrÞz ;/ðrÞz Þ;

(11)

where anm
vu ðkÞ denotes the vth-order, uth mode soundfield

coefficient of the room response incident at the receiver

caused by a unit amplitude nth-order and mth mode outgoing

soundfield from the source. From now on, we refer to anm
vu ðkÞ

as the mode coupling coefficients as they represent the

coupling between the outgoing modes from the directional

source and the incident modes at the directional receiver for

the room enclosure of interest.

B. Spherical harmonic domain mode coupling
between a directional source and receiver

Section IV A describes the room response with respect

to the source origin, whereas Sec. V A describes the room

response with respect to the receiver origin. In this section,

we compare both expressions, and derive a closed form

expression for the mode coupling parameters anm
vu ðkÞ.

Note that in Sec. IV A we derived the room response at

the receiver origin xr not at zðrÞ, a point away from xr . For

direct comparison with the results of Sec. V A, this expression

can be slightly modified to observe the soundfield incident at

zðrÞ. That is, the ISM for a unit amplitude spherical harmonic

excitation pattern of the form hnðkzðsÞÞYnmðhðsÞz ;/ðsÞz Þ as

observed at the receiver location zðrÞ is

Pnmðk; xs; z
ðrÞÞ ¼

X1

p¼0

X1
r¼�1

cja�qj
x1 cjajx2cjb�jj

y1 cjbjy2cjc�‘jz1

� cjcjz2 ð�1Þðjþ‘Þmþ‘nhnðkjRp þ Rr þ zðrÞjÞ

� Yn;ðð�1ÞqþjmÞ hðsÞ~z ;/ðsÞ~z

� �
: (12)

Now Eqs. (12) and (11) both express the soundfield

at zðrÞ due to a unit amplitude outgoing mode

hnðkzðsÞÞYnmðhðsÞz ;/ðsÞz Þ from xs. Equation (12) expresses it in

terms of a collection of mirrored outgoing modes of order n
and m with respect to their respective image source origins,

whereas Eq. (11) expresses it in terms of an incident sound-

field as observed by a Vth-order microphone. We directly

compare them to derive the ISM based mode coupling coef-

ficients and introduce the below theorem.

Theorem 1. Given an Nth-order source and a Vth-order
receiver inside a shoebox room, the spherical harmonic
domain mode coupling between them based on the concept
of image sources is

anm
vu ðkÞ ¼

X1

p¼0

X1
r¼�1

cja�qj
x1 cjajx2cjb�jj

y1 cjbjy2cjc�‘jz1

� cjcjz2 ð�1Þðjþ‘Þmþ‘nSðð�1ÞqþjmÞl
nv ðRpþRrÞ; (13)

where

Sml
nv ðxoÞ ¼ 4piv�n

Xnþv

l¼0

ilð�1Þ2m�lhlðkjx0jÞ

� Y�lðl�mÞðhx0;/x0ÞW1W2n; (14)

with

W1 ¼
n v l
0 0 0

� �
and W2 ¼

n v l
m �l ðl�mÞ

� �
;

(15)

denoting Wigner 3 – j symbols38 and n
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2nþ 1Þð2vþ 1Þð2lþ 1Þ=4p

p
.

Please refer to the Appendix for a detailed proof of the

above theorem. From Eq. (13) it is clear that for a given

enclosure, the mode coupling relationship between an nth-

order, mth mode outgoing soundfield and a vth-order, uth

mode incoming soundfield only depends on the source/

receiver local origin and the room characteristics (wall

reflections, room dimensions, etc.). This is an important

result because it can be incorporated with any arbitrary

directional transducer when expressed in terms of spherical

harmonics. In Sec. VI, we use Eq. (13) to derive a GISM

between arbitrary directional transducers.

VI. THE GENERALIZED IMAGE SOURCE METHOD

Here, we derive a closed form expression for the GISM

for a directional source emitting multiple soundfield modes

[Eq. (4)] and a directional receiver recording multiple sound-

field modes [Eq. (6)]. An Nth-order source emits multiple

soundfield modes of the form hnðkzðsÞÞYnmðhðsÞz ;/ðsÞz Þ scaled

with respective modal weights bnm(k) [Eq. (4)]. In this case,

the total RTF as observed at the directional receiver is

Pðk; xs; z
ðrÞÞ ¼

XV

v¼0

Xv

u¼�v

XN

n¼0

Xn

m¼�n

bnmðkÞanm
vu ðkÞ

� jvðkzðrÞÞYvuðhðrÞz ;/ðrÞz Þ: (16)

By substituting Eq. (13) in Eq. (16), we derive the GISM for

directional sources and receivers as

Pðk; xs; z
ðrÞÞ ¼

XV

v¼0

Xv

u¼�v

XN

n¼0

Xn

m¼�n

X1

p¼0

X1
r¼�1

bnmðkÞ

� ð�1Þðjþ‘Þmþ‘ncja�qj
x1 cjajx2cjb�jj

y1 cjbjy2cjc�‘jz1

� cjcjz2 Sðð�1ÞqþjmÞl
nv � ðRp þ RrÞ

� jvðkzðrÞÞYvuðhðrÞz ;/ðrÞz Þ: (17)

If the directional receiver has beamforming capabilities

with beamformer coefficients dvu(k), the generalized image

source may be slightly modified as

Pðk; xs; z
ðrÞÞ ¼

XV

v¼0

Xv

u¼�v

XN

n¼0

Xn

m¼�n

X1

p¼0

X1
r¼�1

bnmðkÞdvuðkÞ

� ð�1Þðjþ‘Þmþ‘ncja�qj
x1 cjajx2cjb�jj

y1 cjbjy2cjc�‘jz1

� cjcjz2 Sðð�1ÞqþjmÞl
nv � ðRp þ RrÞjvðkzðrÞÞ

� YvuðhðrÞz ;/ðrÞz Þ: (18)
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Let us summarize the significance of the above result.

• For a given source of order N and directivity bnm(k), and a

given microphone of order V, the room response can be

simulated using Eq. (17). If the microphone has beam-

forming capability, the corresponding room response can

be simulated using Eq. (18)
• When N¼ 0 and V¼ 0, the source and receiver represents

ideal point transducers, thus, Eq. (17) simplifies to the

original ISM.
• Due to the rotational properties of spherical harmonics,

the proposed model can also be applied to simulate the

RTF between rotating directional transducers.

A. Alternate use of the proposed model; Region to
region RTF concept for omnidirectional transducers

Apart from the application to directional transducers, the

GISM has another important use case. That is, if one still

assumes omnidirectional transducers, the proposed model

can be useful in the sense of a region-to-region image source

model (see Fig. 6). This is possible because the spatial sound-

field due to a directional transducer at the origin (Fig. 3) and

an omnidirectional point transducer away from the origin

(Fig. 6) can both be represented using a similar higher-order

spherical harmonic representation. Therefore, if we define (i)

a spherical source region centered at xs enclosing an arbi-

trarily located point source(s), and (ii) a non-overlapping

spherical receiver region centered at xr enclosing an arbi-

trarily located point receiver(s), then each region will have a

higher-order directivity pattern with respect to their local ori-

gin (Fig. 6). Each region can be defined based on the practical

application, and the order of the soundfield can be determined

based on the size and maximum frequency of request.

Soundfield inside each region can be modeled in the spherical

harmonics domain similar to Eqs. (4) and (6), where the

respective soundfield order is given by the radius of the inter-

ested region, and the respective soundfield coefficients can be

derived based on the point source/receiver position. Once the

outgoing source soundfield and the incoming receiver sound-

field are modeled in the spherical harmonics domain, the pro-

posed RTF model [Eq. (17)] is directly applicable. Note that

the mode coupling parameters anm
vu ðkÞ now describe the cou-

pling between the source region and the receiver region. A

useful advantage of this method is the simulation of RTF for

moving transducers with omnidirectional characteristics.

In Ref. 11, the authors proposed a point-to-point (omni-

directional) RTF parameterization between two regions.

While the work in Ref. 11 requires actual room measure-

ments to find the coupling coefficients anm
vu ðkÞ, Eq. (13) can

now be used to fully simulate the RTF between two point

transducers, which can be arbitrarily moved inside a pre-

defined source region and a receiver region.

VII. SIMULATION RESULTS

In this section, we illustrate the accuracy of the proposed

ISM for directional sources and receivers. We consider a

shoebox room of size 5� 3.5� 4 m with its front-left-bottom

corner defined as the origin. The room is assumed to have

wall reflection coefficients c¼ [0.75,0.65,0.8,0.2,0.45,0.7].

The source is located at Cartesian coordinates xs ¼ ð1; 1; 1Þ,
whereas the receiver is located at xr ¼ ð1; 3; 3Þ. We consider

two cases of directional sources at xs and derive the room

response over a spherical receiver region of radius 0.25 m.

For a given wavenumber k the soundfield order of the

receiver region can be derived using V ¼ dk � 0:25e. If the

RTF is to be determined for a given directional microphone

with order V, the radius of spatial area recorded by the micro-

phone is Rr¼V/k. In order to present a fair comparison with

the original ISM and the proposed method, we make sure that

the directional source of interest is capable of being repre-

sented by a combination of one or more point-sources distrib-

uted around the origin xs. Note that this is not a constraint to

use the proposed method, which is applicable to any arbitrary

directional source of the form of Eq. (4).

We first consider directional source that emits a dipole

outgoing soundfield, which resembles a spherical harmonic

based outgoing pattern of mode n¼ 1 and order m¼ 0,

Y10(�). Such a radiation pattern can be obtained by two point

sources along the z axis spaced approximately at half wave-

length of the target frequency. Considering our target fre-

quency to be 2000 Hz, we use two unit amplitude sources at

(1,1,1.085) and (1,1,0.915) to create the desired source.

Utilizing the spherical harmonic decomposition of the

Green’s function,32 the outgoing modal coefficients bnm(k)

of Eq. (4) caused by the above pair can be derived using

bðsÞnmðkÞ ¼ ik
X2

d¼1

wdðkÞjnðkrdÞY�nmðh
ðsÞ
d ;/ðsÞd Þ; (19)

where wd(k) is the point source weighting set at unity,

ðr1;h
ðsÞ
1 ;/ðsÞ1 Þ¼ ð0:085;0;0Þ and ðr2;h

ðsÞ
2 ;/ðsÞ2 Þ¼ ð0:085;p;0Þ.

For the given point source pair, it can be shown that bðsÞnmðkÞ
is zero for all cases except for when n¼1, m¼0. This con-

firms that the directional source emits a soundfield with polar

pattern Y10(�) scaled by bðsÞ10 ðkÞ.

FIG. 6. (Color online) Geometrical representation of the concept of region-

region RTF where a point source and a point receiver is assumed to be arbi-

trarily placed inside a pre-defined source region and a pre-defined receiver

region.
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Now that the source is defined, our aim is to use the pro-

posed and original ISMs to predict the response over a spher-

ical receiver region at xr . At 2000 Hz the receiver region is

of order 10, and therefore we are simulating the RTF

between a first-order source and a tenth-order receiver.

We first calculate the proposed ISM [Eq. (17)] with the

bðsÞ10 ðkÞ derived from Eq. (19). Next, we use the equivalent

point source description to predict the same incident sound-

field at xr utilizing the original ISM [Eq. (3)]. Note that this

method requires the calculations in Eq. (3) to repeat over

multiple times to account for each point source–point
receiver pair.

Figure 7 shows the real and imaginary parts of the two

soundfields as obtained using the two ISMs. Figure 7 depicts

a planar cross section parallel to the Y-Z plane across the

receiver origin xr (at x¼ 1). It is visible that the two methods

deliver similar results, which validates the accuracy of the

proposed ISM for directional transducers. Note that the com-

putational complexity of the two methods at each frequency

is different with the GISM being more efficient. Through

simulations we experienced that the most time consuming

calculation in both methods is the image generation [the dual

triple sum over p and r in Eqs. (3) and (13)], which exponen-

tially increases with image depth or reflection order R. In the

conventional ISM the image generation step is repeated

between each and every point source–point receiver combi-

nation, which is considerably high given the number of

receiver points required to generate a spatial soundfield in

the form of Fig. 7. In the proposed method, the image gener-

ation is only done when calculating the mode coupling coef-

ficients in Eq. (13), which is limited to a finite number of

(Nþ 1)2� (Vþ 1)2. Once these coefficients are calculated, the

room response as observed over a spatial region (Fig. 7) can

be calculated using Eq. (16). Through simulations, we also

experienced that with increasing image depth (or reflection

order R), the delay in conventional ISM increases further.

Next we consider an arbitrary directional source that

emits multiple outgoing modes as shown in Eq. (4).

Assuming its equivalent point source description is three

point sources randomly distributed at (1,0.92,1.085),

(1,1.06,0.915), and (1.06,1,1) with respect to xs, the corre-

sponding spherical harmonic coefficients can be obtained

FIG. 7. (Color online) RTF due to a single-mode directional source as observed over a planar cross section across the receiver origin, parallel to the Y-Z plane;

comparison between the original ISM and the proposed method.
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using Eq. (19) with the summation over d up to 3. Figure

8 shows the resulting tenth-order soundfield at xr based on

the proposed ISM and the original one. Similar to the first

example, the results are quite similar, which re-validates the

accuracy of the proposed method.

In order to analyze the performance over multiple fre-

quencies, we study the spatially averaged relative error

between the two methods, which is defined by

E ¼

XI

i¼1

PISM k; xs; z
rð Þ

i

� �
� PGISM k; xs; z

rð Þ
i

� ���� ���2

XI

i¼1

PISM k; xs; z
rð Þ

i

� ���� ���2
; (20)

where PISMðk; xs; z
ðrÞ
i Þ denotes the RTF derived by the origi-

nal ISM at the ith receiver position with i ¼ 1; 2; ;…; I, and

PGISMðk; xs; z
ðrÞ
i Þ denotes the same RTF as derived using the

proposed GISM. Figure 9 shows this measure averaged over

400 listening points regularly distributed over the receiver

region. The error is plotted in the frequency band

200–2000 Hz. It is clearly seen the error is consistently

below 0.005¼ 0.5% (except at 1870 Hz), which clarifies the

accuracy of the proposed method. The sudden rise at

1870 Hz is due to the denominator of Eq. (20) or the original

RTF being too small, and the error everywhere else is mainly

due to the truncation of Eqs. (4) and (6).

A. Example application of the GISM

Consider an application where the RTF between direc-

tional transducers is required for the special case when the

source is rotating its look-direction.

With the GISM [Eq. (17)], the RTF for a rotated source

can be directly computed using

Pðk; xs; z
ðrÞÞ ¼

XV

v¼0

Xv

u¼�v

XN

n¼0

Xn

m¼�n

X1

p¼0

X1
r¼�1

qnmðkÞ

� ð�1Þðjþ‘Þmþ‘ncja�qj
x1 cjajx2cjb�jj

y1 cjbjy2cjc�‘jz1

� cjcjz2 Sðð�1ÞqþjmÞl
nv � ðRp þ RrÞjvðkzðrÞÞ

� YvuðhðrÞz ;/ðrÞz Þ; (21)

FIG. 8. (Color online) RTF due to a multi-mode directional source as observed over a planar cross section across the receiver origin, parallel to the Y-Z plane;

comparison between the original ISM and the proposed method.
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where qnm are the source directivity coefficients of the

rotated source. In the spherical harmonics domain, these

coefficients are directly related to the original source direc-

tivity bnm through the following relationship.

Rotation in the spherical harmonics domain. Let bnm

denote the spherical harmonic coefficients in a coordinate
system E and let qnm denote the spherical harmonic coeffi-
cients in a new coordinate system F, which is a rotated ver-
sion of E with the same origin. Assume (#,w,c) are the
standard Euler angles39 that define the rotation from E to F
using the z-y-z convention in a right-handed frame. That is,
the rotation is first done by an angle # about the z axis, then
by an angle w about the new y axis, and finally by an angle c
about the new z axis. Then, the relationship between qnm and
bnm is given by

qnmðkÞ ¼
XN

n¼0

eimcdm0m
n ðwÞeim#bnmðkÞ (22)

with

dm0m
n wð Þ

¼ nþm0ð Þ! n�m0ð Þ! nþmð Þ! n�mð Þ!
� 	1=2ð�1Þm

0�m

� r0 � � �
X

s

�1ð Þs cos w=2ð Þð Þ2 n�sð Þþm�m0

nþm� sð Þ!s m0 �mþ sð Þ! n�m0 � sð Þ! ;

where r0 is the radius determining the order of the spherical
harmonic decomposition, and the range of s is determined
by the condition that all factorials are non-negative.

Notice that the above relationship enables RTF calcula-

tion between a directional receiver and a rotated source in a

single step without having to calculate mode coupling coeffi-

cients again. It is also important to mention that a similar

rotation can be introduced to a directional receiver with

beamforming capabilities. This example proves one advan-

tage of the proposed RTF method that is not catered by any

of the existing models for room response simulation.

VIII. CONCLUSION

Image source method is one of the most popular techni-

ques to simulate the RTF between a point source and a point

receiver. Commercial transducers (especially loudspeakers)

used in practice often inherit a directivity pattern. In order to

simulate the RTF between such transducers, it is required to

incorporate their individual directivity patterns in the room

reflection calculations. In this paper, we presented a method to

achieve this in the spherical harmonics domain. We represented

the directional transducers in terms of spherical harmonic

decompositions and derived a compact formula for the respec-

tive room response using the image source concept. We pro-

vided a number of simulation examples to show the accuracy

of the GISM over narrowband and broadband frequencies.

Future work involves the derivation of a GISM for RIR genera-

tion, the time domain counterpart of the proposed method.
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APPENDIX: PROOF OF THEOREM 1

Here, we derive the ISM based mode coupling coeffi-

cients anm
vu ðkÞ of Eq. (11) by comparing Eqs. (12) and (11). In

order to simplify the comparison between Eqs. (12) and (11),

we modify Eq. (12) using the addition theorem for Hankel

functions.38 Given three vectors of the form x1; x2, and x0,

such that x1 ¼ x2 þ x0 and jx2j � jx0j, the addition theorem

for the Hankel function is

hnðkjx1jÞYnmðhx1;/x1Þ

¼
X1
v¼0

Xv

l¼�v

Sml
nv ðxoÞjvðkjx2jÞYvlðhx2;/x2Þ; (A1)

Pnmðk; xs; z
ðrÞÞ

¼
X1
v¼0

Xv

l¼�v

X1

p¼0

X1
r¼�1

cja�qj
x1 cjajx2cjb�jj

y1 cjbjy2cjc�‘jz1 cjcjz2

� ð�1Þðjþ‘Þmþ‘nSðð�1ÞqþjmÞl
nv

� ðRp þ RrÞjvðkjzðrÞjÞYvlðhðrÞz ;/ðrÞz Þ: (A2)

Results from Eqs. (A2) and (11) can now be directly

compared to derive the ISM based mode coupling coeffi-

cients as given in Eq. (13).
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