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Abstract—This paper considers a heterogeneous multicell net-
work where the base station (BS) in each cell communicates with
its cell-edge user with the assistance of an amplify-and-forward
relay node. Equipped with a power splitter and a wireless energy
harvester, the relay scavenges RF energy from the received signals to
process and forward the information. In the face of strong intercell
interference and limited radio resources, we develop a resource
allocation scheme that jointly optimizes (i) BS transmit powers,
(ii) power splitting factors for energy harvesting and information
processing at the relays, and (iii) relay transmit powers. To solve the
highly non-convex problem formulation of sum-rate maximization,
we propose to apply the successive convex approximation (SCA)
approach and devise an iterative algorithm based on geometric
programming. The proposed algorithm transforms the nonconvex
problem into a sequence of convex problems, each of which is solved
very efficiently by the interior-point method. We prove that our
developed algorithm converges to an optimal solution that satisfies
the Karush-Kuhn-Tucker conditions of the original nonconvex
problem. Numerical results confirm that our joint optimization
solution substantially improves the network performance, compared
to the existing solution wherein only the received power splitting
factors at the relays are optimized.

I. INTRODUCTION

Heterogeneous multicell networks have been proposed as

a promising solution for 5G communication standard [1]. In

multicell networks, users at the cell edges can experience poor

signal reception being out-of-direct-communication-range from

the base stations (BSs) and due to strong intercell interference.

The viable solution to this critical issue is the opportunistically

deployed relays which connect to the macrocell BSs via wireless

links and provide network coverage to the cell-edge users [2]. In

addition, the performance of a heterogeneous multicell network

is further enhanced with coordinated multipoint transmission and

reception (CoMP) techniques, in which BSs and relays cooperate

with one another to best serve the cell-edge users [3].

The opportunistic nature of relay deployments may restrict

the access to a main power supply. This problem can be circum-

vented by implementing wireless energy harvesting techniques

at the relays, where energy is scavenged from the ambient

propagating electromagnetic waves in the radio frequency (RF)

[4]–[8]. Wireless energy harvesting solutions are feasible for het-

erogeneous relays, which only require significantly low transmit

power due to their restricted network coverage [9].

In a heterogeneous multicell network with RF-powered relays,

the key factors that determine the system performance include:
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(i) how effectively the intercell interference is managed, (ii) how

the limited transmit power is allocated at the BSs, and (iii)

how the harvested RF energy is utilized at the relays. Existing

research efforts have partially addressed these central issues.

Considering the downlink of a multicell multiuser interference

network, [10] proposed coordinated scheduling and power con-

trol algorithms for the macrocell BSs only. In [11], resource

allocation schemes were specifically developed for the remote

radio heads—a form of heterogeneous relays. Assuming simul-

taneous wireless information and power transfer, [12] considered

the power control problem for multiuser broadband wireless

systems without relays. In [13], an optimal power splitting rule

was devised for energy harvesting and information processing

at the self-sustaining relays of a multiuser interference network.

However, [13] did not address the important issue of optimally

controlling the transmit powers at the BSs and the relays.

In this paper, we consider a heterogeneous multicell network

in which the BS in each cell communicates with its cell-edge

user via the assistance of an energy-constrained relay node.

Employing CoMP, we assume that multiple BSs cooperate to

share the channel quality measurements and to schedule the

transmissions, allowing for more efficient radio resource utiliza-

tion. Each relay in multicell network is equipped with a wireless

energy harvester that scavenges part of the RF energy in the

received signal. A power splitter is included in the relay to

decide the portion of the received signal energy to be harvested.

Using the harvested energy, an information transceiver will later

amplify and forward (AF) the received signal to its corresponding

user. Our aim is to devise an optimal resource allocation policy

for both the BSs and the energy-harvesting relays in order

to maximize the network sum throughput. Different from the

existing works, we jointly optimize the transmit powers at the

BSs and the relays, along with finding an optimal power splitting

rule for energy harvesting and signal processing at the relays.

Since the optimization variables are strongly coupled with many

nonlinear cross-multiplying terms, the formulated problem is

highly nonconvex and thus challenging to solve. The main

contributions of this work are:

• We propose to adopt the successive convex approximation

(SCA) method and transform the problem to a series of

convex programs. Here, we specifically tailor the generic

SCA framework to allow for the application of geometric

programming (GP). To arrive at the convex program, we use

the arithmetic-geometric inequality to condense a posyno-

mial to a monomial. At each step of our proposed iterative

IEEE ICC 2015 - Wireless Communications Symposium

978-1-4673-6432-4/15/$31.00 ©2015 IEEE 2196



algorithm, we efficiently solve the resulting convex problem

by the interior-point method.

• We prove that our developed algorithm generates a sequence

of improved feasible solutions, which eventually converges

to the solutions that satisfy the Karush-Kuhn-Tucker (KKT)

conditions of the original nonconvex problem. While a true

globally optimal method does not exist for the formulated

problem, it is noted that SCA-based solution often em-

pirically achieves the global optimum in most practical

scenarios [14]–[16].

• We confirm via numerical examples that our joint optimiza-

tion approach significantly outperforms the existing solution

that only optimizes how the received power is split at the

relays.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider the downlink transmissions in an N -cell heteroge-

neous network with universal frequency reuse, i.e., the same ra-

dio frequencies are used in all cells. We adopt CoMP and assume

that the base stations (BSs) are connected to a central processing

(CP) unit which coordinates the multicellular transmissions and

radio resource management. Let N = {1, . . . , N} denote the

set of all cells. In a cell i ∈ N , the BS attempts to establish

communication with its single cell-edge user. Assume that the

N users in the network are located in the ‘signal dead zones’,

where no direct signal from any BSs can reach. To provide the

network coverage to these distant users, a relay node is deployed

in each cell to assist the communication from the BS to its user.

Denote the channel coefficient from BS i to relay j as hi,j ,

and that from relay j to user k as gj,k. We assume that all

BSs send the available channel state information to the CP unit

via a dedicated control channel. In Fig. 1, an example 3-cell

heterogenous network with relays is illustrated.1

The relays are assumed to be energy-constrained nodes, i.e.,

they do not have any energy supply of their own. Each of

these relays is equipped with a wireless energy harvester that

scavenges energy in the received RF signals from all BSs

(including its servicing BS and other interfering BSs). At each

relay, the harvested energy is used by an information transceiver

to process and forward the message signal to the intended user.

We propose to divide the total transmission block time T
into two equal time slots. The first time slot includes BS-to-

relay transmissions and RF energy harvesting at the relays. This

is done while all the relays do not transmit. The second time

slot includes signal processing at the relays and relay-to-user

transmissions. This is done while all the BSs suppress their

transmissions. The operations in each time slot are illustrated

in Fig. 2, which will be detailed in the following subsections.

A. BS-to-Relay Transmissions and Wireless Energy Harvesting

at Relays

In the first time slot [0, T/2], let xi be the normalized

information signal sent by BS i, i.e., E{|xi|2} = 1, where

E{·} denotes the expectation operator and | · | the absolute

value operator. Let Pi be the transmit power of BS i, dhi,j the

1Note that the network analysis and proposed solutions in this paper are
general; hence, they are valid for any cellular network geometry and can be
straightforwardly extended to the case of multiple relays and multiple users in
a cell.
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Fig. 1. An example heterogeneous multicell network consisting of three cells
and a central processing (CP) unit. Each cell has a base station, a relay and a
cell-edge user. For clarity, we only show the interfering scenarios in cell 1, i.e.,
at the receivers of relay 1 and user 1. In general, the interference occurs at the
receivers of all three relays and three users.

distance between BS i and relay j, and β the path-loss exponent.

Assuming that na
i is the zero-mean additive white Gaussian noise

(AWGN) with variance σa
i at the receive antenna of relay i, the

received signal at relay i can be expressed as

yRi
= h̄i,i

√

Pixi +

N∑

j=1,j 6=i

h̄j,i

√

Pjxj + na
i , (1)

where h̄j,i , hj,i

(
dhj,i
)−β/2

, ∀i, j ∈ N , is the effective channel

gain from BS j to relay i (including the effects of both small-

scale fading and large-scale path loss).

To implement dual energy harvesting and signal processing at

the relays, we assume that each relay is equipped with a power

splitter that determines how much received signal energy should

be dedicated to each of the two purposes [5], [7], [13]. As shown

in Fig. 2, the power splitter at relay i ∈ N divides the power

of yRi
into two parts in the proportion of αi : (1 − αi). Here,

αi ∈ (0, 1) is termed as the power splitting factor. The first

part
√
αiyRi

is processed by the energy harvester and stored as

energy (e.g., by charging a battery at relay i) for the use in the

second time slot. The amount of energy harvested at relay i is

given by

Ei =
ηαiT

2

N∑

j=1

Pj |h̄j,i|2, (2)

where η ∈ (0, 1) is the efficiency of energy conversion.

The second part
√
1− αiyRi

of the received signal is passed

to an information transceiver. In Fig. 2, nr
i denotes the AWGN
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Fig. 2. BS-to-user communication assisted by a RF-powered relay

with zero mean and variance σr
i introduced by the baseband

processing circuitry. Since antenna noise power σa
i is very small

compared to the circuit noise power σr
i in practice [17], na

i

has a negligible impact on both the energy harvester and the

information transceiver of relay i. For simplicity, we will thus

ignore the effect of na
i in the following analysis by setting

σa
i = 0. The signal at the input of the information transceiver of

relay i can be written as

yIRi
=

√
1− αiyRi

+ nr
i

=
√
1− αih̄i,i

√

Pixi +
√
1− αi

N∑

j=1,j 6=i

h̄j,i

√

Pjxj + nr
i ,

(3)

where the first term in (3) is the desired signal from BS i, and

the second term is the total interference from all other BSs.

B. Signal Processing at Relays and Relay-to-User Transmissions

In the second time slot [T/2, T ], the information transceiver

amplifies the signal yIRi
prior to forwarding it to user i. Denote

the transmit power of relay transceiver i as pi. With the harvested

energy Ei in (2), the maximum power available for transmission

at relay i is given by Ei

T/2 , which means that

pi ≤
2Ei

T
= ηαi

N∑

j=1

Pj |h̄j,i|2. (4)

The transmitted signal from relay i to user i is given by

xRi
= ζi

√
piy

I
Ri
, (5)

where ζi ,
[

(1− αi)
∑N

j=1 Pj h̄j,i + σr
i

]−1/2

is the amplifying

factor that ensures power constraint (4) be met.

The received signal at user i is then give by

yUi
= ḡi,ixRi

+
N∑

j=1,j 6=i

ḡj,ixRj
+ nu

i , (6)

where ḡj,i , gj,i
(
dgj,i
)−β/2

, ∀i, j ∈ N , is the effective channel

gain from BS j to relay i (including the effects of both small-

scale fading and large-scale path loss), dgi,j denotes the distance

between relay i and user j, nu
i the AWGN with zero mean and

variance σu
i at the receiver of user i. Using xRi

in (5) and yIRi

in (3), we can write (6) explicitly as

yUi
= ζiḡi,ih̄i,i

√

piPi(1− αi)xi

+ ζiḡi,i
√

pi(1− αi)

N∑

j=1,j 6=i

h̄j,i

√

Pjxj

+ ζiḡi,i
√
pin

r
i +

N∑

j=1,j 6=i

ζj ḡj,i
√
pjy

I
Rj

+ nu
i . (7)

The first term in (7) is the desired signal from BS i to its serviced

user i, and the remaining terms represent the total intercell

interference and noise.

Without loss of generality, let us assume σr
i = σu

i = σ, ∀i ∈
N . From (7), the signal-to-interference-plus-noise ratio (SINR)

at the receiver of user i is given in (8) [see the bottom of this

page], where we define

φi,j
1 ,

|ḡi,ih̄j,i|2
σ2

; φi,j
2 ,

|h̄j,i|2
σ

;

φi,j
3 ,

|ḡj,i|2
σ

; φi,j,k
4 ,

|ḡj,ih̄k,i|2
σ2

. (9)

For notational convenience, let us also define P ,

[P1, . . . , PN ]T ,p , [p1, . . . , pN ]T , and α , [α1, . . . , αN ]T .

From (8), the achieved throughput in bps/Hz (bits per second

per Hz) of cell i is then:

τi(P,p,α) =
1

2
log2(1 + γi). (10)

An important observation from (8) and (10) is that by ded-

icating more received power at relay i for energy harvesting

(i.e. increasing αi), one might actually degrade the end-to-end

throughput in cell i. This can be verified upon dividing both

γi =
φi,i
1 Pipi(1− αi)

N∑

j=1,j 6=i

φi,j
1 Pjpi(1− αi) +

N∑

j=1

(

φi,j
2 Pj(1− αi) + φi,j

3 pj

)

+
N∑

j=1,j 6=i

N∑

k=1

φi,j,k
4 Pkpj(1− αi) + 1

, (8)
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the numerator and the denominator of γi in (8) by (1 − αi).
However if one opts to decrease αi, the transmit power available

at the information transceiver of relay i will be further limited

[see (4)], thus potentially reducing the corresponding data rate

τi. Similarly, increasing the BS transmit power Pi or the relay

transmit power pi does not necessarily enhance the throughput

τi of cell i. The reason is that Pi and pi appear in the positive

terms at both the numerator and the denominator of γi. These

observations emphasize the importance of finding an optimal

resource allocation policy for the considered network.

In this paper, we will devise an optimal tradeoff of all three

parameters—transmit power P at the BSs, transmit power p at

the relays, and power splitting factor α at the relays. With the

objective of maximizing the total network throughput, the design

problem is formulated as follows

max
P,p,α

N∑

i=1

τi (11a)

s.t. 0 ≤ αi ≤ 1 , ∀i ∈ N (11b)

Pmin ≤ Pi ≤ Pmax , ∀i ∈ N (11c)

0 ≤ pi ≤ ηαi

N∑

j=1

Pj |h̄j,i|2, ∀i ∈ N , (11d)

where Pmax denotes the maximum power available for transmis-

sion at each BS and Pmin is the minimum transmit power required

at each BS to ensure the activation of energy harvesting circuitry

at the relay. In this formulation, (11b) is the constraint for the

power splitting factors at all relays. Constraints (11c) and (11d)

ensure that the transmit powers at the BSs and relays do not

exceed the maximum allowable.

Problem (11) is highly nonconvex in (P,p,α) because the

throughput τi in (10) is highly nonconvex in these three variables.

Even if we fix p and α and try to optimize P alone, τi would

still be highly nonconvex in P due to the cross-cell interference

terms. Simultaneously optimizing P,p and α is much more

challenging due to the nonlinearity introduced by the cross-

multiplying terms, e.g., Pkpjαi in (8) and αiPj in (11d).

III. PROPOSED SCA SOLUTION USING GEOMETRIC

PROGRAMMING

To efficiently solve (11), we propose to adopt the successive

convex approximation (SCA) approach [14]–[16] to transform

the original nonconvex problems into a sequence of convex

subproblems. For our formulated problem, the key steps of the

generic SCA framework are summarized in Algorithm 1 [18]. In

applying the SCA approach, there still remain two key questions:

1) How do we perform the approximation in Steps 2 and 4 of

Algorithm 1?

2) Given that the approximation is known, can we prove that

the resulting algorithm converges to an optimal solution?

To answer the first question, we will make use of the single

condensation approximation method [14] to form a relaxed geo-

metric program (GP), instead of directly solving the nonconvex

problems (11). A GP is expressed in the standard form as [19,

Algorithm 1 Successive Convex Approximation

1: Initialize with a feasible solution (P[0],p[0],α[0]).
2: At the m-th iteration, form a convex subproblem by approx-

imating the nonconcave objective function and constraints of

(11) with some concave function around the previous point

(P[m−1],p[m−1],α[m−1]).
3: Solve the resulting convex subproblem to obtain an optimal

solution (P[m],p[m],α[m]) at the m-th iteration.

4: Update the approximation parameters in Step 2 for the next

iteration.

5: Go back to Step 2 and repeat until (P,p,α) converges.

p. 161]:

min
y

f0(y) (12a)

s.t. fi(y) ≤ 1, i = 1, . . . ,m (12b)

h`(y) = 1, ` = 1, . . . ,M (12c)

where fi(y), i = 0, . . . ,m are posynomials and h`(y), ` =
1, . . . ,M are monomials2. A GP in standard form is a nonlinear

and nonconvex optimization problem because posynomials are

not convex functions. However, with a logarithmic change of

the variables and multiplicative constants, one can turn it into

an equivalent nonlinear and convex optimization problem (using

the property that the log-sum-exp function is convex) [14], [19].

First, we express the objective function (11a) as

max
P,p,α

N∑

i=1

1

2
log2(1 + γi) ≡ max

P,p,α
log2

N∏

i=1

(1 + γi) (13a)

≡ min
P,p,α

N∏

i=1

1

1 + γi
, (13b)

where (13b) follows from (13a) because log(·) is monotonically

increasing function. Upon substituting γi in (8) to (13b) and

replacing 1 − αi by an auxiliary variable ti, it is shown that

problem (11) is equivalent to (14) [see the top of the next page],

where t , [t1, · · · , tN ]T .

It can be seen that (14) is not yet in the form of the GP (12)

because (14a) and (14d) are not posynomials. Now, let us define:

ui(x) ,

N∑

j=1,j 6=i

φi,j
1 Pjpiti +

N∑

j=1

(

φi,j
2 Pjti + φi,j

3 pj

)

+

N∑

j=1,j 6=i

N∑

k=1

φi,j,k
4 Pkpjti + 1, (15)

vi(x) ,

N∑

j=1

(

φi,j
1 Pjpiti + φi,j

2 Pjti + φi,j
3 pj

)

+
N∑

j=1,j 6=i

N∑

k=1

φi,j,k
4 Pkpjti + 1, (16)

2A monomial q(y) is defined as q(y) , cy
a1
1

y
a2
2

. . . y
an
n , where c > 0, y =

[y1, y2, . . . , yn]T ∈ R
n

++
, and a = [a1, a2, . . . , an]T ∈ R

n. A posynomial is
a nonnegative sum of monomials [19].
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min
P,p,α,t

N∏

i=1

N∑

j=1,j 6=i

φi,j
1 Pjpiti +

N∑

j=1

(

φi,j
2 Pjti + φi,j

3 pj

)

+
N∑

j=1,j 6=i

N∑

k=1

φi,j,k
4 Pkpjti + 1

N∑

j=1

(

φi,j
1 Pjpiti + φi,j

2 Pjti + φi,j
3 pj

)

+

N∑

j=1,j 6=i

N∑

k=1

φi,j,k
4 Pkpjti + 1

(14a)

s.t. ti + αi ≤ 1 , ∀i ∈ N (14b)

ti ≥ 0 , ∀i ∈ N (14c)

0 ≤ pi

ηαi

∑N
j=1 Pj |h̄j,i|2

≤ 1, ∀i ∈ N . (14d)

(11b), (11c).

where x = [PT ,pT , tT ]T ∈ R
3N
+ . The objective function in

(14a) can then be expressed as

N∏

i=1

ui(x)

vi(x)
. (17)

As both ui(x) and vi(x) are posynomials, ui(x)/vi(x) is not a

posynomial, confirming that (14a) is also not a posynomial.

To transform problem (14) into a GP of the form in (12), we

would like the objective function (17) to be a posynomial. To

this end, we propose to apply the single condensation method

[14] and approximate vi(x) with a monomial ṽi(x) as follows.

Given the value of x[m−1] at the (m− 1)-th iteration, we apply

the arithmetic-geometric mean inequality to lower bound vi(x)
by a monomial ṽi(x) at the m-th iteration as [14, Lem. 1]

vi(x) ≥ ṽi(x)

,

N∏

j=1







(

vi(x
[m−1])Pjpiti

P
[m−1]
j p

[m−1]
i t

[m−1]
i

)
φ
i,j
1 P

[m−1]
j

p
[m−1]
i

t
[m−1]
i

vi(x
[m−1])

×
(

vi(x
[m−1])Pjti

P
[m−1]
j t

[m−1]
i

)
φ
i,j
2 P

[m−1]
j

t
[m−1]
i

vi(x
[m−1])

(18)

×
(

vi(x
[m−1])pj

p
[m−1]
j

)
φ
i,j
3 p

[m−1]
j

vi(x
[m−1])







× vi(x
[m−1])

1

vi(x
[m−1])

×
N∏

j=1,j 6=i

N∏

k=1

(

vi(x
[m−1])Pkpjti

P
[m−1]
k p

[m−1]
j t

[m−1]
i

)
φ
i,j,k
4 P

[m−1]
k

p
[m−1]
j

t
[m−1]
i

vi(x
[m−1])

.

It can be verified that vi(x
[m−1]) = ṽi(x

[m−1]). In fact, ṽi(x)
is the best local monomial approximation to vi(x) near x[m−1]

in the sense of the first-order Taylor approximation. With (18),

the objective function ui(x)/vi(x) in (14a) is approximated

by ui(x)/ṽi(x). The latter is a posynomial because ṽi(x) is

a monomial and the ratio of a posynomial to a monomial is a

posynomial. The upper bound
∏N

i=1 (ui(x)/ṽi(x)) of (17) is also

a posynomial since the product of posynomials is a posynomial.

Next, we will approximate the constraint (11d) by a posyno-

mial for it to fit into the GP form (12). For this, we lower bound

posynomial ηαi

∑N
j=1 Pj |h̄j,i|2 by a monomial as [14, Lem. 1]:

ηαi

N∑

j=1

Pj |h̄j,i|2

≥ ηαi

N∏

j=1

(

Pj

∑N
k=1 P

[m−1]
k |h̄k,i|2

P
[m−1]
j

)
P

[m−1]
j

|h̄j,i|
2

∑N
k=1

P
[m−1]
k

|h̄k,i|
2

︸ ︷︷ ︸

,wi(αi,P)

. (19)

The ratio pi/wi(αi,P) is now a posynomial.

Upon substituting (18) and (19) into (14), we can formulate

an approximated subproblem at the m-th iteration for problem

(11) as follows

min
x,α

N∏

i=1

ui(x)

ṽi(x)
(20a)

s.t. 0 ≤ pi
wi(αi,P)

≤ 1 , ∀i ∈ N (20b)

(11b), (11c), (14b), (14c).

In (20a), since vi(x) ≥ ṽi(x) [see (18)], we are actually

minimizing the upper bound of the original objective function

in (14a). With (19), constraint (20b) is stricter than (11d) as:

pi

ηαi

∑N
j=1 Pj |h̄j,i|2

≤ pi
wi(αi,P)

≤ 1. (21)

Referring to (12), it is seen that (20) belongs to the class

of geometric programming, i.e., a convex optimization problem.

Note that the GP (20) is a convex approximation of the original

problem (11). In Algorithm 2, we propose a GP-based SCA

algorithm in which an instance of (20) is solved at each iteration.

The following result gives answer to the second question stated

at the beginning of Section III.

Proposition 1: Algorithm 2 generates a sequence of improved

feasible solutions that converge to a locally optimal point

(x?,α?) satisfying the KKT conditions of the original problem

(11).

Proof: From (19), we have that

pi

(

ηαi

∑N
j=1 Pj |h̄j,i|2

)−1

≤ pi/wi(αi,P). This means

that the optimal solution of the approximated problem (20)

always belongs to the feasible set of the original problem (11).
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Algorithm 2 Proposed GP-based SCA Algorithm

1: Initialize m := 1.

2: Choose a feasible point
(

x[0] ,
(
P[0],p[0], t[0]

)
;α[0]

)

.

3: Compute the value of vi(x
[0]), ∀i ∈ N according to (16).

4: repeat

5: Using vi(x
[m−1]), form the approximate monomial ṽi(x)

according to (18).

6: Using the interior-point method, solve GP (20) to find an

approximated solution
(

x[m] ,
(
P[m],p[m], t[m]

)
;α[m]

)

of (11) at the m-th iteration.

7: Compute the value of vi(x
[m]), ∀i ∈ N by (16).

8: Set m := m+ 1.

9: until Convergence of (x,α)

Next, since vi(x) ≥ ṽi(x), ∀x ∈ R
3N
+ , it follows that:

N∏

i=1

ui(x
[m])

vi(x[m])
≤

N∏

i=1

ui(x
[m])

ṽi(x[m])
= min

x

N∏

i=1

ui(x)

ṽi(x)
≤

N∏

i=1

ui(x
[m−1])

ṽi(x[m−1])

=
N∏

i=1

ui(x
[m−1])

vi(x[m−1])
,

(22)

where the last equality holds because ṽi(x
[m−1]) = vi(x

[m−1]).
As the actual objective value of (11) is non-increasing after

every iteration, Algorithm 2 will eventually converge to a point

(x?,α?).
Finally, it can be verified that

∇
(
ui(x)

vi(x)

) ∣
∣
∣
∣
x=x[m−1]

= ∇
(
ui(x)

ṽi(x)

)
∣
∣
∣
∣
∣
x=x[m−1]

, (23)

and

∇
(

pi

ηαi

∑N
j=1 Pj h̄j,i

)∣
∣
∣
∣
αi=α

[m−1]
i

;P=P[m−1]

= ∇
(

pi
wi(αi,P)

)
∣
∣
∣
∣
∣
αi=α

[m−1]
i

;P=P[m−1]

, (24)

where ∇ denotes the gradient operator. The results in (23)-(24)

imply that the KKT conditions of (11) will be satisfied after

the series of approximations involving GP (20) converges to the

point (x?,α?). This completes the proof.

IV. RESULTS

Fig. 3 shows an example heterogeneous network where all

cells have an equal cell radius of 100m. In cells 1 and 3,

we set the BS-relay and relay-user distances as 42m and 51m,

respectively. In cell 2, the corresponding distances are 42m and

48m. Note that the BS, relay and user in each cell do not lie

on a straight line. We set the path loss exponent as β = 3.

For small-scale fading, we assume that the channel coefficients

hi,j and gj,k, ∀i, j, k are circularly symmetric complex Gaussian

random variables with zero mean and unit variance. In the block

fading model, the randomly-generated values of hi,j and gj,k
remain unchanged in each time block during which the resource

allocation takes place. With the channel bandwidth of 20kHz

and the noise power density of −174dBm/Hz, the total noise
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Fig. 3. Topology of the heterogeneous multicell network used in the numerical
examples.

power is σ = −131dBm. At the relays, we set the energy

harvesting efficiency to η = 0.5 [20]. We initialize Algorithm

2 with P
[0]
i = ςPmax; α

[0]
i = ς; t

[0]
i = 1 − α

[0]
i ; p

[0]
i =

ςηα
[0]
i

∑N
j=1 P

[0]
j h̄j,i, ∀i ∈ N , where ς ∈ (0, 1). To solve each

convex problem in Algorithm 2, we resort to CVX, a package

for specifying and solving convex programs [21].

Fig. 4 plots the convergence of the network sum throughput
∑N

i=1 τi by Algorithm 2. Here, each iteration corresponds to

solving of a GP (20) by CVX. For all the parameter settings

that we consider, it is observed that the proposed algorithm

quickly converges in around 4 iterations. As expected, the sum

rate is almost doubled when a higher BS transmit power budget

of 46dBm is allowed instead of 40dBm. In a multicell network

setting, increasing the allowable transmit powers may trigger the

‘power racing’ phenomenon among the users, thus worsening

the interference situation. Our numerical results, on the other

hand, confirm that the Algorithm 2 effectively manages the

strong intercell interference in such cases and offers a maximized

network performance.

It is infeasible to compare the performance of Algorithm 2

with that of a globally optimal solution. There is no global

optimization approach available in the literature to solve the

highly nonconvex problem (11). A direct exhaustive search

would incur a prohibitive computational complexity. However,

Fig. 4 shows that the achieved throughput is insensitive to the

initial points of Algorithm 2, further suggesting that the attained

solution corresponds to the global optimum in our specific

example [14], [15].

Fig. 5 demonstrates the advantages of jointly optimizing

(P,p,α) as in Algorithm 2 over individually optimizing the

power splitting factor α as proposed in [13]. In the latter

approach, we set Pi = Pmax and pi = ηαi

∑N
j=1 Pj |h̄j,i|2,

∀i ∈ N . To obtain the results presented in the figure, we average

the sum throughput over 1, 000 independent simulation runs

where we take ς = 0.5. For Pmax in the range of 43 − 49dBm,

the throughput achieved by Algorithm 2 increases whereas that

of [13] does not increase. It is also clear from Fig. 5 that
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Fig. 5. Performance comparison of Algorithm 2 and the proposal in [13].

our proposed algorithm always outperforms that of [13]. Also

for Pmax = 46dBm, which is a typical power constraint value

[20], the proposed algorithm achieves double the throughput of

algorithm in [13].

V. CONCLUSIONS

This paper has considered the challenging problem of sum

throughput maximization in a heterogeneous multicell network

with RF-powered relays. Specifically, we have attempted to

jointly optimize the BS transmit powers, the relay power splitting

factors and the relay transmit powers. To resolve the highly

nonconvex problem formulation, we have proposed a successive

convex approximation algorithm based on geometric program-

ming. We have proven that the devised algorithm converges

to a locally optimal solution that satisfies the KKT conditions

of the original nonconvex problem. Numerical examples have

demonstrated the clear advantages of our proposed algorithm

over existing approaches.
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