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Abstract—In decode-and-forward (DF) relaying networks, the
received signal at the destination may be affected by multiple
impairments such as multiple channel gains, multiple timing offsets
(MTOs), and multiple carrier frequency offsets (MCFOs). This paper
proposes novel optimal and sub-optimal minimum mean-square error
(MMSE) receiver designs at the destination node to detect the
signal in the presence of these impairments. Distributed space-time
block codes (DSTBCs) are used at the relays to achieve spatial
diversity. The proposed sub-optimal receiver uses the estimated
values of multiple channel gains, MTOs, and MCFOs, while the
optimal receiver assumes perfect knowledge of these impairments at
the destination and serves as a benchmark performance measure.
To achieve robustness to estimation errors, the estimates statistical
properties are exploited at the destination. Simulation results show
that the proposed optimal and sub-optimal MMSE compensation
receivers achieve full diversity gain in the presence of channel
and synchronization impairments in DSTBC based DF cooperative
networks.

I. INTRODUCTION

In distributed decode-and-forward (DF) multi-relay networks,

the received signal at the destination is the superposition of the

relays’ transmitted signals that are attenuated differently, are no

longer aligned with each other in time, and are experiencing phase

rotations at different rates due to different channels, multiple

timing offsets (MTOs), and multiple carrier frequency offsets

(MCFOs) [1], [2]. Thus, joint estimation and compensation of

these impairments is necessary to enable the detection of the

received signal at the destination [2].

Different cooperation strategies have been employed at the

relays. Relays can transmit sequentially in different time slots

following the repetition cooperative strategy [3]. However, that

leads to inefficient bandwidth utilization. Bandwidth efficiency can

be improved by allowing the relays to transmit simultaneously.

However, depending on how the relays’ signals superimpose at

the destination, achieving full diversity is not guaranteed [2],

[4]. Recently, it has been shown that full diversity gains can

be achieved by employing distributed space-time block code

(DSTBC) cooperative strategy, which allows the relays to transmit

in the same time slot using the DSTBC structure [5]–[7].

The joint estimation of multiple channel gains, MTOs, and

MCFOs, in DF cooperative networks is well-studied in [2], [8].

However little research has been conducted on the development of

compensation algorithms, which can detect the received signal by
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jointly compensating and removing the effect of multiple channel

gains, MTOs, and MCFOs. Recent literature has addressed ei-

ther MTO compensation [7] or MCFO compensation [9]–[11].

However, compensating one set of parameters does not result

in successful signal detection in the presence of both MTOs

and MCFOs. Even though joint synchronization schemes for

compensating multiple channel gains, MTOs, and MCFOs for

DF relaying DSTBC-orthogonal frequency division multiplexing

(OFDM) based cooperative systems are available in the literature

[12]–[14], these algorithms exploit the cyclic prefix and the

frequency domain structure of the signal, which is specific to

OFDM systems and depending on the number of sub-carriers used,

the carrier frequency offset acquisition range of the algorithms is

very limited. Finally, [2] addresses the problem of detection of the

received signal from multiple relays in the presence of MTOs and

MCFOs in DF cooperative systems. The decoding of the received

signal is achieved through maximum likelihood (ML) approach.

However, the complexity of ML decoding increases exponentially

with constellation size, which limits the practical application of

the detector in [2].

In this paper, our goal is to design a relay transmitter and an

efficient receiver at the destination, which can compensate for the

effect of multiple impairments and enable the detection of the

received signal, while achieving full spatial diversity gain using

DSTBCs. The main contributions of this paper can be summarized

as follows:

• The transceiver structures at the relays and destination nodes

for transmission of DSTBC in DF cooperative networks in

the presence of MTOs and MCFOs is proposed.

• An MMSE receiver for compensating the effect of multiple

channels gains, MTOs, and MCFOs and for detecting the

signal from the relays at the destination is derived.

• Extensive simulations are carried out to investigate the

performance of the proposed receiver design in DSTBC-

DF cooperative networks for different numbers of relays.

It is shown that the proposed DSTBC-DF relaying system

achieves full spatial diversity gain for 2 and 4 relay net-

works and outperforms existing cooperative strategies in the

presence of unknown channels, MTOs, and MCFOs.

Notation: Superscripts (·)T , (·)H , and (·)′ denote the trans-

pose, the conjugate transpose and the first derivative operators,

respectively. � and ⊗ stand for the Hadamard and Kronecker

products, respectively. Ex{·} denotes the expectation operator

with respect to the variable x. Symbols with superscripts (·)[TP]

and (·)[DTP] denote the signals in training and data transmission

periods, respectively. The operator, x̂ represents the estimated

value of x. N (µ, σ2) and CN (µ, σ2) denote the real and complex

Gaussian distributions with mean µ and variance σ2, respectively.
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Boldface small letters, x and boldface capital letters, X are used

for vectors matrices, respectively. IX and 0X×X denote X ×X
identity and all zero matrices. ‖x‖ represents the `2 norm of a

vector x and Tr{X} denotes the trace of X. diag(x) is used to

denote a diagonal matrix, where its diagonal elements are given by

the vector x. Op (·) denotes the big omicron function for stochastic

parameters [15]. Finally, Σx and Φx , E
{

xxH
}

denote the

covariance and correlation matrices of x, respectively.

The remainder of the paper is organized as follows: Section

II details the system model for the proposed DSTBC based

DF relaying approach. Section III derives the MMSE receiver

structure algorithms. Section IV presents numerical and simulation

results. Finally, Section V summarizes the paper’s key findings.

II. PROPOSED SYSTEM MODEL

A DF cooperative system comprising of one source node, S, K
relays, R1, . . . ,RK , and a single destination node, D is considered.

All nodes are equipped with a single antenna. τk and νk are

used to denote timing and frequency offsets, respectively, where

superscripts (·)[sr] and (·)[rd] denote offsets from source to the kth

relay and kth relay to destination, respectively. The channel gains

from source to the kth relay and from kth relay to destination are

denoted by ρk and ηk, respectively. Quasi-static and frequency

flat fading channels are considered, i.e., the channel gains do not

change over the length of a frame but change from frame to frame

according to a complex Gaussian distribution, CN (0, σ2). The use

of such channels is motivated by the prior research in this field [7],

[8], [16]. Throughout this paper, the index k = 1, . . . ,K is used

for K relays.

Tx Filter

D to A
×

STBC

tk

e
jω

[r]
k

t

s

Training

Data

Fig. 1: Proposed DSTBC based DF transmitter at the kth relay.

The block diagram of the proposed DSTBC based DF trans-

mitter at the kth relay is shown in Fig. 1. The block diagram of

the DF receiver at the kth relay is described in [2] and, thus, is

not repeated here. The estimation parameters ρk, τ [sr]
k , and ν[sr]

k ,

at the kth relay, can be jointly estimated and compensated using

conventional schemes for single-input-single-output (SISO) point-

to-point systems [17]. Thus, source to relay transmission will

not be discussed in this paper. The transmission from relays to

destination consists of two periods:

1) Training period: As shown in Fig. 1, during training pe-

riod, each kth relay transmits the training signal tk to

the destination. The block diagram of the proposed DF

receiver at the destination is shown in Fig. 2. Multiple

channel gains η1, . . . , ηK , MTOs τ [rd]
1 , . . . , τ [rd]

K , and MC-

FOs ν[rd]
1 , . . . , ν[rd]

K , are jointly estimated at the destination

via the algorithm in [2].

2) Data transmission period: As shown in Fig. 1, each relay

applies DSTBC to an M -phase shift keying (MPSK) mod-

ulated data signal, s, where M is the constellation size.

After applying DSTBC, each relay applies pulse shaping

operation and up converts the analog signal by the oscillator

frequency, ω[r]
k . At the destination, y(t) is down converted

Joint Estimation

τ
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k , ν

[rd]
k , ηk, k = 1, . . . ,K
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Algorithm Design

Compensating MCFOs,

MTOs, & channel gains

×

Ts

e−jωdt
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Data
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ŝQ

Fig. 2: Proposed DSTBC based receiver at the destination node.

by the oscillator frequency ωd and then oversampled by the

factor N (see Fig. 2).

During the data transmission period, the sampled received

signal, y[DTP], at the destination node is given by

y[DTP] = ΞAΩs+w, (1)
where

• y[DTP] , [y[DTP](0), . . . , y[DTP](LN − 1)]T , L denotes the

number of data symbols, N is the oversampling factor,

• Ξ , [Ξ1, . . . ,ΞK ] is an LN × LK matrix, Ξk , ΛkGk is

the LN ×L matrix of the kth relay’s frequency offset, ν[rd]
k ,

and timing offset, τ [rd]
k ,

• Λk , diag
(

[ej2πν
[rd]
k

(0)/N , . . . , ej2πν
[rd]
k

(LN−1)/N ]
)

is an

LN × LN matrix, ν[rd]
k denotes the normalized unknown

frequency offset from the kth relay to the destination,

• Gk is the LN×L matrix of the samples of the pulse shaping

filter such that [Gk]i,n , grrc(iTs−nT−τ [rd]
k T ), τ [rd]

k denotes

the normalized fractional unknown timing offset between the

kth relay and destination, grrc(t) stands for the root raised-

cosine pulse shaping function, T is the symbol duration, Ts ,

T/N is the sampling period,

• A , diag(η1, . . . , ηK) ⊗ IL is the LK × LK matrix of the

unknown channel gains from relays to destination,

• Ω ,
[

ΩH
1 , . . . ,ΩH

K

]H
is an LK × L matrix, Ωk is the

predefined L× L STBC matrix at the kth relay,

• s , [s(1), . . . , s(L)]T is an L× 1 source data vector, which

needs to be decoded at the destination,

• w , [w(0), . . . , w(LN−1)]T and w(i) ∀ i, denotes the zero-

mean complex additive white Gaussian noise (AWGN) at the

ith sample of the received signal, i.e., w(i) ∼ CN (0, σ2
w).

As shown in (1), the received signal, y[DTP], is the superposition of

the relays’ transmitted signals that are attenuated differently, are

no longer aligned with each other in time, and are experiencing

phase rotations at different rates due to different channels, η ,

[η1, . . . , ηK ]T , MTOs, τ [rd] ,

[

τ [rd]
1 , . . . , τ [rd]

K

]T

, and MCFOs,

ν[rd] ,

[

ν[rd]
1 , . . . , ν[rd]

K

]T

. Our goal is to design an efficient

receiver at the destination that compensate the effect of these

impairments and enable the detection of data signal s, while

achieving full spatial diversity gain using DSTBCs.

III. PROPOSED COMPENSATION ALGORITHM

In this section, sub-optimal and optimal MMSE compensation

algorithms for signal detection in DSTBC based DF cooperative

networks are derived.

A. Sub-optimal MMSE Compensation

The multiple channel gains, η̂, MTOs, τ̂ [rd], and MCFOs,

ν̂[rd], for the proposed sub-optimal compensation algorithm can
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be estimated during the training period using the maximum

likelihood (ML) algorithm derived in [2]. These impairments,

however, suffer from random estimation errors, i.e., δη = η − η̂,

δτ [rd] = τ [rd] − τ̂ [rd], and δν [rd] = ν[rd] − ν̂[rd]. In order to make

the compensation algorithm robust to these estimation errors,

(δη, δτ [rd] , δν [rd]), their statistical properties can be exploited at

the receiver. Since, an ML estimator asymptotically efficient

[18], the estimation errors can be modeled as a multi-variate

Gaussian distribution, i.e., δη ∼ CN (0K×1,CRLB(η)), δτ [rd] ∼
N

(

0K×1,CRLB(τ [rd])
)

, δν [rd] ∼ N
(

0K×1,CRLB(ν[rd])
)

,

where CRLB(η), CRLB(τ [rd]), and CRLB(ν[rd]) are K ×K
Cramér-Rao lower bound (CRLB) matrices for the estimation of

channels gains, MTOs, and MCFOs, respectively, and are derived

in [2, Eq. (19)].

Theorem: The sub-optimal MMSE compensation matrix,

Q[MMSE], is determined by minimizing the cost function

χMMSE = Eδη,δν[rd] ,δτ [rd] ,w,s

{

‖Qy[DTP] − s‖2
}

, (2)

and is given by

Q[MMSE] = ΦH
s ΩHÂHΞ̂H

(

Ξ̂RΞ̂H +Σw

)

−1

, (3)

where Φs , Es

{

ssH
}

, Σw , Ew

{

wwH
}

, and R ,

ÂΩΦsΩ
HÂH + (CRLB(η̂)⊗ IL)� (ΩΦsΩ

H).

Proof: See Appendix A.

By applying the compensation matrix, Q[MMSE], to the received

signal, yDTP, the effect of multiple channels, MTOs, and MCFOs

is removed from the decoded signal, ŝ = Q[MMSE]yDTP.

B. Optimal MMSE Compensation

In order to benchmark the performance of the proposed sub-

optimal MMSE compensation algorithm, one can formulate an

optimal MMSE receiver that is derived based on the assumption of

perfect knowledge of multiple channel gains, MTOs, and MCFOs

at the destination, i.e., δη = δτ [rd] = δν [rd] = 0K×1. Based on

this assumption, the optimal compensation matrix, Q[OPT], can be

obtained by minimizing the following cost function, χOPT, below

χOPT = Ew,s

{

‖Q[OPT]y[DTP] − s‖2
}

, (4)

where the expectation in (4) is taken with respect to the statistics

of w and s. Substituting (1) into (4), the cost function, χOPT, is

given by

χOPT = Tr
{

Q[OPT]ΞAΩΦsΩ
HAHΞH

(

Q[OPT]
)H

+Φs

+Q[OPT]Σw

(

Q[OPT]
)H

−Q[OPT]ΞAΩΦs

−ΦH
s ΩHAHΞH

(

Q[OPT]
)H

}

. (5)

By taking the derivative of χOPT in (5) with respect to
(

Q[OPT]
)H

and setting the result to zero, the optimal compensation matrix,

Q[OPT], is derived as

Q[OPT] = ΦH
s ΩHAHΞH

(

ΞAΩΦsΩ
HAHΞH +Σw

)−1
. (6)

The decoded signal for the optimal benchmark receiver is given

by ŝ = Q[OPT]y[DTP].

IV. SIMULATION RESULTS

In this section, we investigate the receiver performance at the

destination, where multiple channel gains, MTOs, and MCFOs

are jointly estimated and compensated in order to decode the

received signal. In our simulation setup, we consider K = 2 and 4
relays in DF cooperative systems. Quadrature phase-shift keying

modulation (QPSK) is employed for data transmission. Length of

the training signal, t
[rd]
k , ∀k, is set to L = 80 symbols during

training period and length of the source data vector s, is set to

L = 400 symbols during data transmission period, resulting in a

synchronization overhead of 16%. Oversampling factor is set to

N = 2 and a root-raised cosine filter with a roll-off factor of 0.22
is employed. At each relay, the DSTBC is generated randomly

based on an isotropic distribution on the space of L × L unitary

matrices, which is a benchmark method for generating DSTBC

in cooperative networks [6]. The propagation loss is modeled

as α = (d/d0)
−m, where d is the distance between transmitter

and receiver, d0 is the reference distance, and m is the path

loss exponent [17]. We set d0 = 1 km, and m = 2.7, which

corresponds to urban area cellular networks [17]. The timing and

frequency offsets at the destination, τ [rd] and ν[rd], are uniformly

drawn from the full acquisition range, (−0.5, 0.5).

Fig. 3 and Fig. 4 demonstrate the bit error rate (BER) perfor-

mance of the proposed sub-optimal and optimal MMSE compen-

sation receivers for 2 and 4-relays networks, respectively. For the

proposed sub-optimal MMSE receiver, the ML estimator is used

to obtain the estimates of multiple channel parameters, MTOs, and

MCFOs. The BER performance of the proposed receivers with and

without the use of DSTBCs is presented. Fig. 3 and Fig. 4 show

improvement in BER results in the presence of DSTBCs, e.g.,

considering sub-optimal MMSE compensation at BER = 4×10−5,

the receiver employing DSTBC outperforms the BER performance

of the receiver without DSTBC by 6 and 8 dB for 2 and 4-

relays networks, respectively. Fig. 3 and Fig. 4 also show that

the BER of a DSTBC based cooperative system based on the

estimated impairments is close to that of the ideal scenario with

perfect knowledge of impairments and optimal compensation, i.e.,

a performance gap of 3 and 6 dB for 2 and 4-relays cooperative

systems, respectively.

Fig. 5 shows the BER performance of the proposed sub-optimal

MMSE receiver for K = 2 and 4 relays. Fig. 5 also plots

the BER results for a cooperative system that first employs the

re-synchronization filter in [7] to compensate MTOs and then

attempts to remove MCFOs by employing the algorithm in [10].

Fig. 5 shows that such a compensation approach, which is denoted

by “[7] & [10], K=2”, fails to decode the received signal at

the destination since the re-synchronization filter in [7] fails to

compensate MTOs in the presence of MCFOs. Subsequently, the

algorithm in [10] fails to nullify MCFOs, since the input signal is

corrupted by MTOs. In addition, Fig. 5 also illustrates the BER

performance of a cooperative system applying the ML decoding

based receiver in [2], for 2 and 4 relays. It can be observed from

Fig. 5 that the proposed receiver outperforms that of [2] by 3 and

10 dB at a BER = 1×10−5 for 2 and 4 relay cooperative networks,

respectively. Moreover, there is no spatial diversity gain exhibited

by the BER performance of [2]. Note that though [2] employs

ML based detection, the algorithm in [2] performs worse than

the proposed algorithm because DSTBCs are not employed in [2]
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Fig. 3: BER of the proposed MMSE and optimal benchmark

receivers for 2-relay DF cooperative network with and without

DSTBCs.
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Fig. 4: BER of the proposed MMSE and optimal benchmark

receivers for 4-relay DF cooperative network with and without

DSTBCs.

and ML sequence detection is based on all possible combination

of 20 symbols (±10 symbols from the current symbol) instead

of L = 400 symbols. On the other hand, Fig. 5 shows that the

proposed MMSE receiver for K = 2 and 4 relays achieves full

spatial diversity.

TABLE I
TABLE I

CPU PROCESSING TIME FOR THE PROPOSED SUB-OPTIMAL MMSE
COMPENSATION ALGORITHM AND ML DECODING ALGORITHM IN [2] AT

SNR = 30 DB USING INTEL CORE I7-2670QM, 2.20 GHZ PROCESSOR

No. of Relays (K) Proposed Algorithm (seconds) [2] (seconds)

2 3.7 68.2

4 11.2 126.06

The proposed receiver not only demonstrates better BER per-

formance compared to existing compensation methods, but is also

computationally more efficient compared to the ML algorithm in

[2]. The computational complexities of the proposed sub-optimal

MMSE compensation method and ML decoding algorithm in [2]

are evaluated using CPU execution time [19]. As shown in Table I,

the execution time is observed at SNR = 30 dB, when an Intel Core

i7 − 2670QM, 2.20 GHz processor with 8 GB of RAM is used.

It has been observed that compared to the decoding algorithm

in [2], the proposed MMSE compensation method is capable of

compensating the effect of multiple impairments and decoding the

received signal approximately 18 and 11 times more quickly for

2 and 4 relay cooperative network respectively. It is important to

mention here that in [2], our focus was on the joint estimation of

multiple channel gains, MTOs, and MCFOs at the destination. The

design of efficient algorithms for joint compensation of multiple

impairments was left as a subject of future research and has been

discussed in this paper.

V. CONCLUSIONS

This paper has proposed novel optimal and sub-optimal MMSE

receiver designs at the destination node in DF cooperative net-

works in the presence of multiple channel gains, MTOs, and

0 5 10 15 20 25 30

10
−4

10
−3

10
−2

10
−1

10
0

SNR (dB)

B
E

R

Proposed, K=4
Proposed, K=2
[7] & [10], K=2
[2], K=4
[2], K=2
Diversity order 4
Diversity order 2

Fig. 5: BER performance comparison of the proposed sub-optimal

compensation algorithm, Q[MMSE] in (3), with the previous meth-

ods for K = 2 and 4 relays cooperative system

MCFOs. In order to make the sub-optimal compensation algorithm

robust to the estimation errors, the statistical properties of estima-

tion errors are exploited at the destination. Simulation results show

that the proposed optimal and sub-optimal MMSE compensation

receivers achieve full diversity gain in the presence of channel

and synchronization impairments in DSTBC based DF cooperative

networks. The simulation results demonstrate that the proposed

sub-optimal MMSE receiver not only promises performance gain

in terms of system BER over existing receiver but also offers

18 and 11 times more computational efficiency, while simulating

2 and 4 relays DF cooperative system, respectively, with QPSK

modulation and 10% synchronization overhead.

APPENDIX A

PROOF OF THEOREM 1

In (2), the expectation is taken with respect to the statistics of

the estimation errors, δη , δν [rd] , δτ [rd] , and w and s. Furthermore, it
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is assumed that Tr
{

Es

{

ssH
}}

≤ L, to meet the power constraint

at the destination. Substituting (1) in (2), we have

χMMSE = Eδη,δν[rd] ,δτ [rd] ,w,s

{

‖Q (ΞAΩs+w)− s‖2
}

. (A.1)

Since, s and w are uncorrelated, (A.1) can be expanded as

χMMSE = Tr
{

QEδ
τ [rd] ,δν[rd]

{

ΞEδη

{

AΩΦsΩ
HAH

}

ΞH
}

QH

−QEδ
τ [rd] ,δν[rd]

{

ΞEδη
{AΩΦs}

}

− Eδ
τ [rd] ,δν[rd]

{

Eδη

{

ΦH
s ΩHAH

}

ΞH
}

QH

+Φs +QΣwQH
}

, (A.2)

where Φs , Es

{

ssH
}

because the transmitted data symbols

are assumed to be uncorrelated and Σw , Ew

{

wwH
}

. Since

δη = η − η̂, the channel matrix A, given below (1), can be

written as A = Â + ∆A, where Â , diag (η̂) ⊗ IL and

∆A , diag (δη) ⊗ IL are LK × LK matrices. Using the

distribution of δη , Eδη

{

AΩΦsΩ
HAH

}

and Eδη
{AΩΦs} are

evaluated as
Eδη

{

AΩΦsΩ
HAH

}

=ÂΩΦsΩ
HÂH (A.3a)

+ (CRLB (η̂)⊗ IL)� (ΩΦsΩ
H),

Eδη
{AΩΦs} =ÂΩΦs. (A.3b)

where CRLB (η̂) is a K × K matrix obtained by evaluating

CRLB (η) in [2, Eq. (19)] by substituting η̂, τ̂ [rd], and ν̂[rd] for

η, τ [rd], and ν[rd], respectively.

In order to evaluate Eδ
τ [rd] ,δν[rd]

{

ΞEδη

{

AΩΦsΩ
HAH

}

ΞH
}

,

let us define an LK × LK matrix Z , Eδη

{

AΩΦsΩ
HAH

}

containing L × L square submatrices Zk,k̄, for k, k̄ = 1, . . . ,K.

Thus, Eδ
τ [rd] ,δν[rd]

{

ΞZΞH
}

can be expressed as

Eδ
τ [rd] ,δν[rd]

{

ΞZΞH
}

=
K
∑

k,k̄=1

Eδ
τ [rd] ,δν[rd]

{

ΞkZk,k̄Ξk̄

}

. (A.4)

Note that Ξk , ΛkGk is a non-linear function of τ [rd]
k and ν[rd]

k .

Thus, in order to evaluate (A.4), the Taylor series expansion of the

non-linear terms Λk and Gk around ν[rd]
k and τ [rd]

k , respectively,

can be evaluated as

Λk = Λ̂k + Λ̂′

kδν[rd]
k

+Op

(

σ2
ν[rd]
k

)

, (A.5a)

Gk = Ĝk + Ĝ′

kδτ [rd]
k

+Op

(

σ2
τ [rd]
k

)

, (A.5b)

where Λ̂k , Λk

∣

∣

ν[rd]
k

=ν̂[rd]
k

, Ĝk , Gk

∣

∣

τ [rd]
k

=τ̂ [rd]
k

, Λ̂′

k ,

∂Λk

∂ν[rd]
k

∣

∣

∣

ν[rd]
k

=ν̂[rd]
k

Op (·), Ĝ
′

k , ∂Gk

∂τ [rd]
k

∣

∣

∣

τ [rd]
k

=τ̂ [rd]
k

, and σ2
ν[rd]
k

and σ2
τ [rd]
k

are

frequency and timing offset estimation error variances, respec-

tively, given by the kth diagonal element of CRLB(ν[rd]) and

CRLB(τ [rd]), respectively. Using (A.5), Ξk is evaluated as

Ξk = Λ̂kĜk + δν[rd]
k

Λ̂′

kĜk + δτ [rd]
k

Λ̂kĜ
′

k

+ δν[rd]
k

δτ [rd]
k

Λ̂′

kĜ
′

k +Op

(

σ2
τ [rd]
k

)

, (A.6)

where, among σ2
τ [rd]
k

and σ2
ν[rd]
k

, big omicron function for the

dominant factor, σ2
τ [rd]
k

, is used in (A.6). Using (A.6) and by

neglecting the higher order terms, Eδ
τ [rd] ,δν[rd]

{

ΞkZk,k̄Ξk̄

}

can

be approximated as

Eδ
τ [rd] ,δν[rd]

{

ΞkZk,k̄Ξk̄

}

= Λ̂kĜkZk,k̄Ĝ
H
k̄ Λ̂H

k̄ +Op

(

σ2
τ [rd]
k

)

≈ Λ̂kĜkZk,k̄Ĝ
H
k̄ Λ̂H

k̄ , (A.7)

where Ξ̂k̄ , Λ̂kĜk. Similarly, Eδ
τ [rd] ,δν[rd]

{Ξk} , Ξ̂k. Using

(A.4) and (A.6), Eδ
τ [rd] ,δν[rd]

{

ΞEδη

{

AΩΦsΩ
HAH

}

ΞH
}

can

be approximated as

Eδ
τ [rd] ,δν[rd]

{

ΞEδη

{

AΩΦsΩ
HAH

}

ΞH
}

≈ Ξ̂Eδη

{

AΩΦsΩ
HAH

}

Ξ̂H . (A.8)

By combining the results derived in (A.5) and (A.8), the cost

function in (A.2) can be approximated as

χMMSE ≈ Tr
{

QΞ̂RΞ̂HQH +QΣwQH +Φs

−QΞ̂ÂΩΦs −ΦH
s ΩHÂHΞ̂HQH

}

, (A.9)

where R = ÂΩΦsΩ
HÂH + (CRLB(η̂)⊗ IL)� (ΩΦsΩ

H) is

an LK ×LK matrix. By taking the derivative of χMMSE in (A.9)

with respect to QH and setting the result to zero, the sub-optimal

MMSE compensation matrix, Q[MMSE], is determined as shown in

(3).
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