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Abstract

Cooperative communication is an attractive solution to combat fading in wireless

communication systems. Achieving synchronization is a fundamental requirement

in such systems. In cooperative networks, multiple single antenna relay terminals

receive and cooperatively transmit the source information to the destination. The

multiple distributed nodes, each with its own local oscillator, give rise to multiple

timing offsets (MTOs) and multiple carrier frequency offsets (MCFOs). Partic-

ularly, the received signal at the destination is the superposition of the relays’

transmitted signals that are attenuated differently, are no longer aligned with each

other in time, and experience phase rotations at different rates due to different

channels, MTOs, and MCFOs, respectively. The loss of synchronization due to the

presence of MTOs and MCFOs sets up the recovery of the source signal at the des-

tination to be a very challenging task. This thesis seeks to develop estimation and

compensation algorithms that can achieve synchronization and enable cooperative

communication for both decode-and-forward (DF) and amplify-and-forward (AF)

relaying networks in the presence of multiple impairments, i.e., unknown channel

gains, MTOs, and MCFOs.

In the first part of the thesis, a training-based transmission scheme is consid-

ered, in which training symbols are transmitted first in order to assist the joint

estimation of multiple impairments at the destination node in DF and AF cooper-

ative relaying networks. New transceiver structure at the relays and novel receiver

design at the destination are proposed which allow for the decoding of the received

signal in the presence of unknown channel gains, MTOs, and MCFOs. Different

estimation algorithms, e.g., least squares (LS), expectation conditional maximiza-

tion (ECM), space-alternating generalized expectation-maximization (SAGE), and

differential evolution (DE), are proposed and analyzed for joint estimation of mul-

tiple impairments. In order to compare the estimation accuracy of the proposed

estimators, Cramér-Rao lower bounds (CRLBs) for the multi-parameter estimation

are derived. Next, in order to detect the signal from multiple relays in the presence

of multiple impairments, novel optimal and sub-optimal minimum mean-square er-

vii



viii

ror (MMSE) compensation and maximum likelihood (ML) decoding algorithm are

proposed for the destination receiver. It has been evidenced by numerical simu-

lations that application of the proposed estimation and compensation methods in

conjunction with space-time block codes achieve full diversity gain in the presence

of channel and synchronization impairments. Considering training-based transmis-

sion scheme, this thesis also addresses the design of optimal training sequences for

efficient and joint estimation of MTOs and multiple channel parameters.

In the second part of the thesis, the problem of joint estimation and compen-

sation of multiple impairments in non-data-aided (NDA) DF cooperative systems

is addressed. The use of blind source separation is proposed at the destination to

convert the difficult problem of jointly estimating the multiple synchronization pa-

rameters in the relaying phase into more tractable sub-problems of estimating many

individual timing offsets and carrier frequency offsets for the independent relays.

Next, a criteria for best relay selection is proposed at the destination. Applying

the relay selection algorithm, simulation results demonstrate promising bit-error

rate (BER) performance and realise the achievable maximum diversity order at

the destination.
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Notations

x scalar variable

x vector variable

X matrix variable
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[X]a:b,x:y submatrix formed by the rows, a to b, and columns, x to y, of
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IX X ×X identity matrix

0X×X X ×X matrix of all zeros
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(·)∗ conjugate operator
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b·c floor function
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Chapter 1

Introduction

1.1 Motivation and Background

Wireless communication systems have been developing and improving in perfor-

mance for nearly two decades. During that time, major theoretical advances such

as the use of multiple antennas at the transmitter and receiver have been quickly

incorporated into communication standards, underlying the value of theoretical re-

search. However, future communication systems are diverging in their paradigm

from the classical model. Communications systems were once thought of as well

specified in terms of a transmitter with a fixed and known location transmitting

over a known channel to a single receiver of fixed and known location. Now it is

proposed that communication takes place almost opportunistically with a variable

number of intermediate relays coordinating to get the information from the source

node to the destination node [4–6].

A key research challenge in the design of future wireless networks is achieving

accurate synchronization among cooperating nodes or users. Timing and carrier

synchronization, also referred to as physical layer synchronization, is required be-

fore communication between any two users can begin [7]. Recent research has fo-

cused mainly on communication strategies for cooperative, multiuser and multiple

antenna communications in wireless networks, assuming perfect synchronization.

However the design of synchronization techniques to enable such wireless networks

to be widely deployed in the communications mainstream has been largely unad-

dressed.

Synchronization is a common phenomenon in nature, e.g., the synchronized

flashing of fireflies or the synchronous firing of neurons in the human brain [8]. In

wireless communications, in general, a receiver node does not have prior knowl-

edge of the physical wireless channel or the propagation delay associated with the

1



2 Introduction

transmitted signal. Moreover, to keep the cost of the devices as low as possible,

mass produced communication receivers use low cost oscillators which inherently

have some drift [9]. Thus, synchronization is a fundamental requirement for any

receiver to work properly. In this context:

1. Timing synchronization is the process by which a receiver node determines

the correct instants of time at which to sample the incoming signal and

2. Carrier synchronization is the process by which a receiver adapts the fre-

quency and phase of its local carrier oscillator with those of the received

signal.

For instance, requiring two watches to be time synchronized means that they should

both display the same time. However, requiring two watches to be carrier synchro-

nized means that they should tick at the same speed, irrespective of what time they

show [10]. Current cellular systems require carrier accuracy of 50 parts per billion

and timing accuracy within the interval of 1 µs (±500 ns) [11]. The requirement in

future wireless networks is towards tighter accuracies, e.g., timing accuracy of 200

ns to enable location-based services [10]. Both timing and carrier synchronization

are necessary for successful communication between two nodes.

In conventional multiple-input-multiple-output (MIMO) systems, the antenna

elements are co-located on a single device, which results in a single timing and

carrier offset. However, in cooperative networks, multiple distributed nodes, each

with its own local oscillator, gives rise to multiple timing offsets (MTOs) and

multiple carrier frequency offsets (MCFOs), which need to be jointly estimated

and compensated in order to decode the received signal at the destination [1, 2,

12]. On the other hand, it is well established that given perfect synchronization,

the same spatial cooperative diversity as that of MIMO systems is achievable in

cooperative networks without the need for multiple antennas at each node [13–17].

This reiterates the importance of achieving accurate synchronization in cooperative

communication systems.

In the context of estimation of synchronization parameters, it is important

to assess the achievable estimation accuracy for any proposed estimator. The

Cramer-Rao lower bound (CRLB) is a lower bound on the variance of any unbi-

ased estimator [18]. The CRLB is used as the performance benchmark for any

unbiased estimator of a deterministic parameter. For a random parameter, Van

Trees presented an analogous bound, the posterior CRLB (PCRLB) [19], which

is also referred to as the Bayesian CRLB [20]. Such bounds are very important

tools since they give the best performance that can be achieved by an ideal esti-
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Figure 1.1: The system model for the cooperative network.

mator. Any practical estimator can then be compared with the bounds to assess

its performance.

The typical communication scenario for a cooperative communication system

is illustrated in Fig. 1.1. It comprises a half-duplex space division multiple access

(SDMA) SISO cooperative communication system with one source node, S, K

relays, R1, · · · ,RK , and a single destination node, D, as shown in Fig. 1.1. Unless

otherwise specified, each node is equipped with a single omnidirectional antenna.

The channel gains from the source to kth relay and the kth relay to destination

are denoted by hk and fk, respectively. The index k = 1, . . . , K is used for the K

relays. In Fig. 3.1, τk and νk are used to denote the timing and frequency offsets,

respectively, where superscripts (·)[sr] and (·)[rd] denote offsets from S to Rk and

Rk to D, respectively.

The following assumptions have been made throughout the thesis:

• Quasi-static and frequency flat-fading channels are considered, which is moti-

vated by prior research in this field in [1,2,12,21–25]. This allows the perfor-

mance of the algorithms to be tested under worst case channel conditions, i.e.,

Rayleigh fading channel. The assumption of frequency flat channels can be

broadened to frequency selective channels by employing orthogonal frequency

division multiplexing (OFDM).

• Over a frame, the timing and frequency offsets, as shown in Fig. 1.1, are

modeled as deterministic but unknown parameters.

• It is assumed that a coarse synchronizer is first applied and signals from

the different nodes are within the same symbol period, i.e., the difference
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between the timing offsets of any two nodes is given by |τk − τk̄| < 1, for

k, k̄ = 1, . . . , K and k 6= k̄. Most communication systems use such coarse

synchronizers before applying a fine synchronization algorithm to estimate

the timing offsets within a symbol period [7, 25,26].

During the broadcasting phase, the source node broadcasts its data to all the

relays. During the relaying phase, each relay process the source signal and retrans-

mit it to the destination. The received signal at the destination is a function of

multiple impairments, i.e., multiple channel gains, f1, . . . , fK , MTOs, τ
[rd]
1 , . . . , τ

[rd]
K ,

and MCFOs, ν
[rd]
1 , . . . , ν

[rd]
K . Given the received signal is affected by multiple im-

pairments at the destination, the challenging problem of this thesis is to recover the

source signal from the received signal.

In the following subsections, we provide detailed literature survey and highlight

the research problems that are addressed in this thesis.

1.1.1 Synchronization in Data-Aided Cooperative Systems

In data-aided cooperative systems, a training-based transmission scheme is used, in

which the training symbols are transmitted first in order to assist joint estimation of

the channel parameters, MTOs, and MCFOs at the destination node in DF and AF

cooperative relaying networks. Consequently, the transmission of signals from the

source to relays to destination consists of a training period (TP) as well as a data

transmission period (DTP). During the relaying phase, when relays communicate

with the destination, all the relays transmit distinct training signals followed by the

source data to the destination. Different training signals from the multiple relays

are used to estimate multiple channels, MTOs, and MCFOs. Next, the estimated

values of the multiple impairments are used to compensate the effect of the multiple

channels, MTOs, and MCFOs and decode the received signal.

For single timing and carrier frequency offset estimation in single-input-single-

output (SISO) systems, various algorithms have been proposed in the literature

[27–32]. For multiple timing and carrier frequency offset estimation, most of the

existing work in the literature focuses on estimating either MCFOs while assuming

perfect timing synchronization [2, 21–24, 33, 34] or MTOs while assuming perfect

carrier synchronization [1,12,25,35].1 Cramér-Rao lower bounds (CRLBs) and dif-

ferent techniques for estimating MCFOs in MIMO systems are addressed in [21–24].

However, the algorithms in [21–24] are not applicable to the case of amplify-and-

forward (AF)-relaying cooperative networks and are based on the assumption of

1The algorithms for tracking multiple time varying phase noise processes are recently studied
in [36–38].
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perfect timing synchronization. Novel CRLBs and maximum likelihood (ML) esti-

mators to obtain MTOs for detect-and-forward, decode-and-forward (DF), and AF

systems are derived in [35], [25], and [1]- [12], respectively. Similarly, in [2, 33, 39]

the estimation of multiple channel gains and MCFOs in DF and AF cooperative

systems are analyzed. However, the analyses in [1,2,12,21–25,33,35,39] are focussed

on estimating one set of system parameters while assuming that the remaining pa-

rameters are perfectly estimated and compensated. Admittedly, such assumptions

do not hold in actual cooperative communication systems, where the channel gains,

MCFOs, and MTOs need to be jointly estimated at the destination terminal.

Recently, a limited number of papers have investigated joint estimation of im-

pairments. In [40], a new joint ML estimator for determining MCFOs, MTOs, and

channel gains in DF cooperative networks is devised. Nevertheless, the ML estima-

tor in [40] requires exhaustive search and is computationally very complex. In order

to reduce the complexity of ML estimation, new iterative estimation schemes are

proposed in [41] . However, the outcomes in [40,41] are limited to DF cooperative

networks, provide no specific initialization guidelines for the proposed estimators,

and do not propose any means of decoding the received signals from multiple relays

at the destination. Novel joint channel estimation and time-frequency synchroniza-

tion for uplink orthogonal frequency-division multiple access (OFDMA) systems are

proposed in [42–45] that exploit the cyclic prefix. However, depending on the num-

ber of sub-carriers used, the frequency acquisition range of the algorithms in [42–45]

is very limited.

Estimating MCFOs, MTOs, and unknown channel gains is the first step to

achieving synchronization. In fact, in order to achieve synchronous and coher-

ent communication in multi-relay cooperative networks, the estimated MCFOs,

MTOs, and unknown channel gains need to be applied to successfully equalize

the received signal at the destination node. Recent literature has addressed ei-

ther MCFO compensation [46–48] or MTO compensation [1, 25]. In [46], a new

class of distributed linear convolutional space-time codes are proposed to compen-

sate the effect of MCFOs. However, the application of the codes in [46] reduces

overall cooperative network throughput since their effective rate is less than one.

In [47, 48], various novel algorithms for compensating and detecting the received

signal at the destination in the presence of MCFOs are proposed. Nevertheless,

the algorithms in [47,48] can only detect the received signal at the destination over

a narrow range of CFO values, e.g.,
[
− 10−6, 10−6

]
in [48]. More importantly,

the analyses in [46–48] focus on compensating one set of parameters and cannot

equalize the received signal in the presence of both MCFOs and MTOs. Under the
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assumption of perfect frequency synchronization, a novel resynchronization filter is

proposed in [1] and [25] to compensate the effect of MTOs in DF and AF cooper-

ative systems, respectively. However, as anticipated and confirmed in this thesis,

in the presence of MCFOs, the resynchronization filter in [1] and [25] cannot com-

pensate the effect of MTOs and results in erroneous decoding at the destination.

In [26], a novel algorithm for compensating MCFOs and MTOs in time-division

multiple-access (TDMA) distributed MIMO systems is proposed that exploits spa-

tial diversity at the multi-antenna receiver. However, the method in [26] cannot

be applied to the case of multi-relay single-input-single-output (SISO) cooperative

networks, where multiple single antenna relays communicate with a single antenna

destination. To the best of the authors’ knowledge, an estimation and equaliza-

tion scheme for non-OFDM based cooperative networks in the presence of MCFOs,

MTOs, and unknown channels has not been proposed in the existing literature.

1.1.2 Synchronization in DSTBC based Data-Aided AF Co-

operative Systems

Different relaying protocols have different cooperation strategies [17]. The repe-

tition cooperative strategy allows relays to transmit sequentially in different time

slots, which leads to inefficient bandwidth utilization [49]. In order to improve

bandwidth efficiency, this approach can be modified to allow for the relays to

transmit simultaneously in multi-relay cooperative networks. However, depending

on how the relays’ signals superimpose at the destination, achieving full diversity

gain is not guaranteed [3, 50]. The distributed space-time block code (DSTBC) co-

operative strategy allows relays to transmit in the same time slot using the DSTBC

structure [25,51,52]. In association with DSTBC cooperative strategy, amplify-and-

forward (AF) is an attractive relaying protocol due to its implementation simplicity,

i.e., every relay node linearly processes the received signal before forwarding an ap-

propriately scaled version to the destination. Given its potential, the combination

of AF relaying and DSTBC has attracted recent research interest as an efficient

means of providing cooperative diversity [53–55]. However, the performance bene-

fits of DSTBC schemes depend on accurate synchronization amongst cooperating

nodes, which increases the overhead at the relays.

The distributed nature of cooperative communication systems makes synchro-

nization for AF relaying with DSTBC a non-trivial task. Unlike conventional

multiple-input multiple-output systems, where co-located antenna elements may

result in a single timing and a single carrier frequency offset, asynchronism amongst

the multiple distributed relays in cooperative networks gives rise to multiple timing
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offsets (MTOs) and multiple carrier frequency offsets (MCFOs) at the destina-

tion [3]. It has been shown that time asynchronism can destroy the elaborate

structure of DSTBCs, reducing the achievable diversity gain [1,56]. Similarly, car-

rier frequency asynchronism can lead to symbol-to-symbol channel time variation

and to a violation of the essential requirement for successful DSTBC decoding and

achieving spatial diversity [57].

Most of the literature on AF relaying with DSTBC has focused on analyzing

the end-to-end system performance in terms of signal-to-noise ratio (SNR), out-

age probability, and symbol error probability while assuming perfect synchroniza-

tion [53,54,58,59]. Others have focused on the design of delay tolerant DSTBC [60,

61] and carrier frequency offset tolerant space-frequency codes [62] for decode-and-

forward (DF) systems. However, the algorithms in [60–62] do not consider the joint

estimation and compensation of MTOs and MCFOs and cannot be applied to AF

relaying due to the codes that rely on the assumption that the received signals

at the relays are free of any timing and frequency offset. More importantly, [60]

and [62] provide no means of estimating MTOs and MCFOs, even though they

require these parameters to be obtained at the destination for successful decoding.

Many algorithms have been proposed for estimation and compensation of chan-

nel gains [55, 63], MTOs [64–66], or MCFOs [33, 67] in DSTBC-orthogonal fre-

quency division multiplexing (OFDM) AF relaying systems. However, the algo-

rithms in [33, 55, 63–67] cannot obtain both timing and carrier frequency offsets

jointly at the destination. Even though joint synchronization schemes for obtain-

ing and compensating multiple channel gains, MTOs, and MCFOs for DF relaying

DSTBC-OFDM based cooperative systems are available in the literature [68–70],

these solutions cannot be applied to AF relaying systems due to the fundamental

differences in the relaying protocols and transceiver structures at the relays and

destination. In addition, the algorithms in [55,63–70] exploit the cyclic prefix and

the frequency domain structure of the signal, which is specific to OFDM systems

and depending on the number of sub-carriers used, the carrier frequency offset

acquisition range of the algorithms in [55,63–70] is very limited.

For general AF relaying with DSTBC, channel estimation and equalization [39,

53, 71], joint channel and MCFO [2, 46, 47], or joint channel and MTO estimation

and compensation [1] are addressed in the literature. However, these schemes

do not jointly estimate and compensate the multiple channel gains, MTOs and

MCFOs, i.e., they estimate and compensate either MCFOs while assuming perfect

timing synchronization [2,33,46,47] or vice versa [1]. As shown in Section 3.5.2 in

this thesis, such an approach does not allow for successful decoding of the received
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signal at the destination in the presence of both MTOs and MCFOs.

1.1.3 Training Sequence Design for Data-Aided Coopera-

tive Systems

Training sequences (TSs) are widely used in communication systems for channel

estimation and synchronization [7]. Since the choice of TS significantly affects es-

timation and system performance [72], TS design is an important topic in the field

of communications. It is also known that in distributed and cooperative communi-

cation systems, the receiver needs to detect and decode the signals from multiple

nodes that are affected by multiple channels, multiple timing offsets (MTOs), and

multiple carrier frequency offsets (MCFOs) [3, 26]. However, the main focus in

the literature has been on the design of TSs for channel estimation [39, 73–88] or

MCFO and channel estimation [89–93] while relatively little attention has been

paid to the topic of TS design for the joint MTO and multiple channel parameter

estimation [12].

To date, different approaches have been adopted to design TSs that improve

the estimation performance. In [81,82,89], the authors consider specific estimation

algorithms and attempt to find the TSs that minimize the corresponding variance of

the estimation error. However, the resulting TSs are only optimal for the estimation

method under consideration and may not have a broader application. In [73, 93],

and [12], new TSs that minimize the Cramér-Rao lower bound (CRLB), which is

the lower bound on the variance of the estimation error of any unbiased estimator,

are derived. However, since the CRLBs in [73,93], and [12] are functions of specific

channel realizations, the resulting TSs cannot be guaranteed to be optimal for all

instances of random channels. In this regard, it is desirable to derive optimal TSs

that are independent of the channel realizations.

Even though estimators for obtaining the MTOs and channel parameters in

multi-user distributed networks, decode-and-forward (DF) cooperative systems,

and amplify and forward (AF) cooperative systems are proposed in [26], [25],

and [1], respectively, the design of optimal TSs is left as an open research area [1,25].

For the case of single timing offset estimation in point-to-point MIMO systems, [94]

proposes optimal TSs based on the design in [84]. However, in [72], it is shown

that the proposed TSs in [94] are not optimal in general and instead, Walsh se-

quences are proposed as a more appropriate alternative. More importantly, the

solutions in [94] and [72] are not optimal and are only applicable to point-to-point

MIMO systems, since they assume that the received signal is affected by a single

timing offset. Thus, as shown in this thesis, they are not sufficient for the design
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of optimal TSs for joint channel and MTO estimation in multi-user and coopera-

tive networks. Finally, even though, [12] presents some guidelines for the design of

optimal TSs for MTO and multiple channel estimation in cooperative multi-relay

networks, they are mainly obtained using numerical investigations, and are not

based on any analytical framework.

1.1.4 Synchronization in Non-Data-Aided Cooperative Sys-

tems

The use of training sequences can give rise to significant overhead with data rate

reduction and may become unrealistic or impractical in certain scenarios. For

instance, no training signal may be available to receivers in military communication

scenarios and defence applications. In a multicast or broadcast system, it is highly

undesirable for the transmitter to engage in a training session for a single user

by temporarily suspending its normal transmission to a number of other users.

Consequently, there is a strong and practical need for blind equalization without

training [95].

Considering joint synchronization and channel estimation in distributed coop-

erative communication systems, most of the existing literature focuses on training

based estimation and compensation methods. Only a few authors have proposed

blind solutions. A blind method of multiple carrier frequency offset estimation is

proposed in [96] based on formulating a virtual MIMO system using polyphase

components of the oversampled signal. In [97, 98], the approach is shown to be

able to separate two relays in a distributed multiple-input-single-output (MISO)

system. However for more than two relays, the oversampling requirements become

prohibitive and the approach becomes impractical. To the best of our knowledge,

the joint solution for blind timing and carrier synchronization and channel esti-

mation in DF cooperative communication systems does not exist in the existing

literature.

1.2 Overview and Contribution of Thesis

This thesis seeks to develop estimation and compensation algorithms that can

enable cooperative communications for both DF and AF relaying networks in the

presence of multiple impairments, i.e., unknown channel gains, MTOs, and MCFOs.

Both data-aided and non-data-aided systems are investigated for the joint estima-

tion and compensation of multiple impairments. Moreover, the design of optimal
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training sequences for efficient and joint estimation of MTOs and multiple channels

in data-aided systems is addressed. To the best of the our knowledge, the design

of (i) a joint estimation and compensation scheme for the data-aided amplify-and-

forward (AF) relaying and (ii) non-data-aided decode-and-forward (DF) relaying

in the presence of multiple unknown channels, MTOs, and MCFOs, proposed in

this thesis has not been considered before in the literature.

1.2.1 Questions to be Answered

The following open questions are addressed in the thesis:

Q1. How can the received signal be decoded at the destination in DA cooperative

communication systems in the presence of multiple impairments, i.e., unknown

channel gains, MTOs, and MCFOs? What is the transceiver design at the

relays and receiver design at the destination for the data-aided DF and AF

cooperative communication systems in the presence of multiple impairments?

Q2. How can we jointly estimate unknown channel gains, MTOs, and MCFOs at

the destination in DA DF and AF cooperative communication systems?

Q3. How can we compensate the effect of unknown channel gains, MTOs, and

MCFOs and decode the received signal at the destination in DA DF and AF

cooperative communication systems?

Q4. What is the lowest achievable estimation accuracy (CRLBs) for the joint esti-

mation of multiple impairments at the destination in DA DF and AF cooper-

ative communication systems?

Q5. How does the AF transceiver design change in the presence of DSTBCs? Does

the application of DSTBCs help to achieve full order diversity gain in the

presence of channel and synchronization impairments?

Q6. What are the optimal training sequences and training sequence design guide-

lines for the efficient and joint estimation of MTOs and multiple channel pa-

rameters?

Q7. How one can blindly (no training signals) decode the received signal at the

destination in NDA cooperative communication systems in the presence of

unknown channel gains, MTOs, and MCFOs?
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1.2.2 Thesis Contributions and Organization

Fig. 1.2 describes the flowchart of the thesis. The first part of the thesis (Chap-

ter 2-4) discusses the synchronization in DA cooperative communication systems,

whereas the second part of the thesis (Chapter 5) addresses the synchronization

in NDA cooperative communication systems. The first part of the thesis can be

further categorized to non-STBC based cooperative systems (Chapter 2), STBC

based systems (Chapter 3), and TS design topics (Chapter 4). The chapter-wise

summary of the contributions is given as follows:

Chapter 2 - Data-Aided Synchronization

In Chapter 2, the joint estimation of MCFOs, MTOs, and frequency flat-fading

channel gains in both DF and AF multi-relay cooperative networks is addressed.

A novel transceiver structure at the relays for achieving synchronization in AF-

relaying networks is proposed and the signal model at the relays and destination

in the presence of unknown channel gains, timing offsets, and frequency offsets is

derived in detail. Next, the estimation problem is parameterized and the closed-

form CRLBs for the multiple parameter estimation problem for both DF and AF

cooperative networks are derived. A least squares (LS) estimator for joint estima-

tion of MCFOs, MTOs, and channel gains in AF cooperative networks is proposed.

In order to reduce the computational complexity associated with the estimation of

synchronization parameters and channel gains, new iterative estimators based on
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expectation conditional maximization (ECM), and space-alternating generalized

expectation-maximization (SAGE) are derived for both DF and AF cooperative

networks. Finally, a new ML decoder for detecting the source signal at the des-

tination in the presence of MCFOs and MTOs for both DF and AF cooperative

systems is derived. Simulation results show that through the application of the

proposed estimators and ML decoder, the performance gains promised by cooper-

ative networks are reachable even in non-ideal settings. The new contributions in

Chapter 2 are:

• A novel training and data transmission method for AF cooperative networks

in the presence of MCFOs, MTOs, and multiple unknown channel gains is

proposed.

• New closed-form CRLBs for the multiple parameter estimation problem for

both AF and DF cooperative networks are derived and used to assess the

performance of the proposed estimators.

• An LS estimator for the estimation of multiple system parameters in AF

cooperative networks is derived. Simulation results show that the perfor-

mance of the proposed LS algorithm and the ML estimator in [40] are close

to the CRLB at mid-to-high SNR values. In order to achieve significantly re-

duced computational complexity, ECM and SAGE algorithms for estimation

of multiple system parameters for both AF and DF cooperative systems are

derived. Finally, the computational complexity of the proposed estimators is

analyzed.

• A new ML detector is derived that allows for the signal received from multiple

relays to be successfully decoded in the presence of MCFOs and MTOs.

• Numerical and simulation results are presented, where it is shown that the

mean-square error (MSE) performance of ML, and the proposed LS esti-

mators for wide range of signal-to-noise-ratio (SNR) values are close to the

derived CRLBs. Moreover, the MSE performance of the proposed ECM and

SAGE estimators are evaluated. Finally, the effect of initialization on the per-

formance of the proposed estimators is numerically investigated and specific

guidelines that ensure the convergence of these estimators are outlined.

The block level descriptions for the proposed DF and AF asynchronous coop-

erative networks are shown in Figs. 1.3, and 1.4, respectively. The DF relay in

Fig. 1.3 uses the source training signal to estimate source to relay channel, timing
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Figure 1.3: Relay block diagram for the DF cooperative systems
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Figure 1.4: Relay block diagram for the AF cooperative systems

and carrier frequency offset. The estimated channel and offsets are used to equal-

ize the channel and compensate single timing and carrier frequency offset from

the data. Next, source data signal is decoded, encoded and retransmitted to the

destination. Unlike the DF relay, the AF relay in Fig. 1.4 does not estimate the

source to relay frequency offset and the channel gain and does not perform matched

filtering, frequency offset correction, and equalization. The source data signal is

not decoded and directly retransmitted to the destination.

It can be observed from Figs. 1.3 and 1.4 that among the two relaying protocols,

the DF relay has the most computational complexity. On the other hand, the BER

performance of the DF relaying cooperative network is better than the AF relaying

network because of the amplified noise forwarded from the relays to destination in

the AF relay [2].

The results in Chapter 2 have been presented in the following publications [3,99],

which are listed again for ease of reference:

J1. A. A. Nasir, H. Mehrpouyan, S. D. Blostein, S. Durrani, and R. A. Kennedy,

“Timing and Carrier Synchronization with Channel Estimation in Multi-Relay

Cooperative Networks”, IEEE Trans. Signal Process., vol. 60, no. 2, pp. 793-

811, Feb. 2012.

C1. A. A. Nasir, S. Durrani and R. A. Kennedy, “Estimation of Synchroniza-

tion Parameters in AF Cooperative Networks”, in Proc. IEEE International

Conference on Communications (ICC), Ottawa, Canada, June 10-15, 2012.

Chapter 3 - Data-Aided Synchronization in STBC based AF Systems

In Chapter 3, a complete synchronization, i.e., joint estimation and compensa-

tion of multiple channel gains, MTOs, and MCFOs, in DSTBC-AF relaying coop-

erative networks is proposed. The processing at each relay’s transceiver consists of
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estimating and then compensating the source to relay timing and frequency offsets

before forwarding the linearly processed signals to the destination using DSTBC. At

the destination, the channel gains, MTOs, and MCFOs are jointly estimated using

transmitted training sequences and the proposed least squares (LS) or differential

evolution (DE) based estimators. The DE algorithm, which is an iterative method,

significantly reduces computational complexity at the destination. Next, a novel

minimum mean-square error (MMSE) receiver for compensating for the effect of

these impairments at the destination is derived. Note that Chapter 2 addresses the

problem of timing and carrier synchronization in AF and DF cooperative networks.

However, the transceiver designs and estimation algorithms proposed in Chapter 2

cannot be applied to DSTBC-AF cooperative networks due to the particular pro-

cessing required at the relays and destination to enable transmission and decoding

of DSTBC in AF cooperative networks. Further, the main focus of Chapter 2 is on

the design of estimation algorithms for joint estimation of multiple impairments.

The design of computationally efficient compensation algorithms is addressed in

Chapter 3. In summary, the main contributions of Chapter 3 are as follows:

• A new transceiver structure at the relays and a receiver design at the des-

tination for achieving synchronization in DSTBC-AF relaying cooperative

network is proposed.

• New Cramér-Rao lower bounds (CRLBs) for the joint estimation of multiple

system parameters at the destination are derived. Aside from benchmarking

the performance of the proposed estimators, these bounds are applied to

determine the statistics of the estimation errors for timing offset, frequency

offset, and channels, which is in turn used in the design of the MMSE receivers

at the destination.

• An LS estimator for the joint estimation of channels, MTOs, MCFOs is for-

mulated. Next, in order to significantly reduce the computational complexity

associated with the joint estimation problem, a DE based algorithm is ap-

plied. A parameterization of the proposed DE estimator is provided that

achieves fast convergence. Simulation results show that the mean square er-

ror (MSE) performances of both the LS and the DE estimators are close to

the CRLB at moderate-to-high SNRs.

• An MMSE receiver for compensating the effect of impairments and detecting

the signal from the relays at the destination is derived. In order to reduce

overhead, a low complexity version denoted by L-MMSE is also proposed that
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Figure 1.5: Relay block diagram for the DSTBC based AF cooperative systems

can detect the received signals using only the overall channel gains, MTOs,

and MCFOs estimates obtained at the destination.

• Extensive simulations are carried out to investigate the performance of the

overall proposed transceiver design in DSTBC-AF cooperative networks for

different numbers of relays and system design parameters. It is shown that

the proposed DSTBC-AF relaying system achieves full spatial diversity gain

for 2 and 4 relay networks and outperforms existing cooperative strategies in

the presence of MTOs, MCFOs, and unknown channels.

The block level descriptions for the proposed DSTBC based AF relaying in

asynchronous cooperative network is shown in Fig. 1.5. The DSTBC based AF

relay though does not perform channel estimation and equalization as the simple

AF relay in Fig. 1.4 , but has to first estimate and compensate the source to relay

timing and frequency offsets before applying DSTBC. Finally, similar to the simple

AF relay, the DSTBC based AF relay directly retransmits the source data to the

destination without decoding it. Note that the DSTBC based DF relay is not

included in the above figure because it is similar to the simple DF relay with an

additional DSTBC block after encoding.

Comparing the two AF relays in Figs. 1.4 and 1.5, though a less complex AF

transceiver design is used in the simple AF relay in Fig. 1.4, it does not allow for

the application of DSTBCs and as a result, sacrifices spatial diversity to achieve

lower complexity. On the other hand, the DSTBC based AF transceiver design

in Fig. 1.5 achieves full diversity gain while requiring additional synchronization

overhead at the relays to allow for the application of DSTBCs.

The results in Chapter 3 have been presented in the following publication [100],

which is listed again for ease of reference:

J2. A. A. Nasir, H. Mehrpouyan, S. Durrani, S. D. Blostein, R. A. Kennedy and

B. Ottersten, “Transceiver Design for Distributed STBC Based AF Coopera-

tive Networks in the Presence of Timing and Frequency Offsets,” IEEE Trans.

Signal Process., 2013. (accepted 20 Feb, 2013)

Chapter 4 - Training Sequence Design

Chapter 2 and Chapter 3 focus on the design of estimation and compensation

algorithms for the joint estimation of multiple impairments in DA cooperative



16 Introduction

communication systems. However, considering DA or training-based transmission,

the design of optimal training sequences for the efficient estimation of multiple

impairments is also critical.

In Chapter 4, we address the problem of designing optimal TSs for the joint

estimation of MTOs and channels in distributed multi-user or cooperative com-

munication networks. The effect of CFO on the received signal is not considered,

since the topic of TS design for MCFO estimation has been extensively addressed

in the literature, e.g., see [101] and references therein. The Hybrid Cramér-Rao

lower bound (HCRLB) for joint estimation of MTOs and channel parameters is

derived. By minimizing the HCRLB with respect to the TSs, three criteria for the

design of optimal TSs is proposed. The use of the HCRLB results in new guidelines

with broader applications since, unlike the CRLB, the HCRLB is not dependant

on specific channel realizations. Moreover, in order to show that the proposed TSs

improve MTO and channel estimation accuracy, the conditional Cramér-Rao lower

bound (ECRLB), which is a tighter bound on the mean-square error (MSE) of

estimators, and a new maximum a posteriori (MAP) estimator are derived. The

main contributions of Chapter 4 can be summarized as follows:

• New HCRLBs, ECRLBs, and a MAP estimator for the joint estimation of

multiple channels and MTOs are derived. The derivation of the ECRLB is

motivated by the fact that it serves as a tight lower bound on the estimation

accuracy of the MAP estimator.

• By minimizing the derived HCRLB for the joint estimation of the multiple

channels and MTOs, three criteria for the design of optimal TSs are formu-

lated. It is shown that the proposed guidelines not only lower the HCRLB,

but also lower the ECRLB and the MSE of the MAP estimator.

• Based on the proposed TS design criteria, two TSs are proposed and it is

demonstrated that these TSs result in a lower MSE for the joint estimation

of the MTO and channel parameters when compared to TSs that violate

the proposed guidelines. Moreover, simulations show that application of the

proposed TSs in a multi-relay cooperative network significantly enhances the

network’s BER performance.

The results in Chapter 4 have been presented in the following publication [102],

which is listed below for ease of reference:

J3. A. A. Nasir, H. Mehrpouyan, S. Durrani, S. D. Blostein, R. A. Kennedy and

B. Ottersten, “Optimal Training Sequences for Joint Timing Synchronization
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and Channel Estimation in Distributed Communication Networks,” submitted

to IEEE Trans. Commun., July. 2012. (manuscript no. TCOM-TPS-12-0541,

revised 9 Feb, 2013)

Chapter 5 - Non-Data Aided Synchronization

Chapters 2-4 address synchronization for DA cooperative systems and assume

the transmission of training sequences to assist the joint estimation of multiple

channels, MTOs, and MCFOs. Chapter 5 focuses on blind synchronization and

channel estimation in DF cooperative communication systems, where no training

signals are used. For the broadcasting phase, the synchronization problem is identi-

cal to the single input single output (SISO) and we choose existing methods, avail-

able in the literature, for the blind synchronization and channel estimation. The

important open research problem of joint synchronization and channel estimation

lies in the relaying phase and is addressed in Chapter 5. The main contributions

of Chapter 5 can be summarized as follows:

• A novel transceiver structure at the relays and a complete receiver design at

the destination for achieving synchronization in blind DF relaying cooperative

network is proposed.

• We propose to exploit blind source separation at the destination to convert the

difficult problem of jointly estimating multiple synchronization parameters

in the relaying phase into more tractable sub-problems of estimating many

individual timing and carrier offsets for the independent relay. This allows

the timing and carrier offsets to be estimated using the same algorithms as

in the broadcasting phase. In order to implement blind source separation, we

deploy multiple antennas at the destination, which are greater than or equal

to the number of relays.

• We propose a novel relay selection algorithm at the destination. Simulation

results demonstrate the excellent end-to-end BER performance of the pro-

posed blind scheme in block Rayleigh flat-fading channels and show that it

is able to achieve the maximum diversity order at the destination.

The results in Chapter 5 have been presented in the following publications

[103,104] which are listed below for ease of reference:

J4. A. A. Nasir, S. Durrani and R. A. Kennedy, “Blind Timing and Carrier Syn-

chronization in Distributed MIMO Communication Systems,” in IET Com-

mun., vol. 5, no. 7, pp. 1028-1037, May 2011.
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C2. A. A. Nasir, S. Durrani and R. A. Kennedy, “Blind Timing and Carrier

Synchronization in Decode and Forward Cooperative Systems”, in Proc. IEEE

International Conference on Communications (ICC), Kyoto, Japan, June 5-9,

2011.

Finally, Chapter 6 gives a summary of the thesis results and provides suggestions

for future research work.



Chapter 2

Data-Aided Synchronization

This chapter seeks to develop estimation and detection algorithms that enable

cooperative communications for both decode-and-forward (DF) and amplify-and-

forward (AF) relaying networks in the presence of MCFOs, MTOs, and unknown

channel gains. Chapter 2 is organized as follows.

In Section 2.1, a novel training and data transmission method for AF cooper-

ative networks in the presence of MCFOs, MTOs, and multiple unknown channel

gains is proposed. In Section 2.2, new closed-form CRLBs for the multiple pa-

rameter estimation problem for both AF and DF cooperative networks are derived

and used to assess the performance of the proposed estimators. In Section 2.3, an

LS estimator for the estimation of multiple system parameters in AF cooperative

networks is derived. Simulation results show that the performance of the proposed

LS algorithm and the ML estimator in [40] are close to the CRLB at mid-to-high

SNR values. In order to achieve significantly reduced computational complexity,

ECM and SAGE algorithms for estimation of multiple system parameters for both

AF and DF cooperative systems are derived. Finally, the computational complex-

ity of the proposed estimators is analyzed. In Section 2.4, a new ML detector

is derived that allows for the signal received from multiple relays to be success-

fully decoded in the presence of MCFOs and MTOs. In Section 2.5, numerical

and simulation results are presented, where it is shown that the mean-square er-

ror (MSE) performance of ML, and the proposed LS estimators for wide range

of signal-to-noise-ratio (SNR) values are close to the derived CRLBs. Moreover,

the MSE performance of the proposed ECM and SAGE estimators are evaluated.

Finally, the effect of initialization on the performance of the proposed estimators

is numerically investigated and specific guidelines that ensure the convergence of

these estimators are outlined. Finally, Section 2.6 concludes the chapter.

19
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Figure 2.1: The system model for the cooperative network.

Figure 2.2: Scheduling diagram for the training and data transmission period.

2.1 System Model

We consider a half-duplex space division multiple access (SDMA) SISO cooperative

communication system with one source node, S, K relays, R1, · · · ,RK , and a single

destination node, D, as shown in Fig. 2.1. The channel gains from S to Rk, Rk to

D, and S-Rk-D are denoted by ρk, ηk, and αk, respectively, for k = {1, · · · , K}.
In Fig. 2.1, τk and νk are used to denote the timing offsets and CFOs, where

superscripts (·)[sr], (·)[rd] and (·)[sd] denote the offsets from S to Rk, Rk to D, and

S to D, respectively. Throughout this chapter, the following set of system design

assumptions is considered:

A1. As shown in Fig. 2.2, each transmission frame from the source to relays and

the relays to destination is comprised of two periods: a training period (TP)

followed by a data transmission period (DTP). Without loss of generality, it is
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Figure 2.3: Block Diagram for the AF kth Relay Transceiver.

assumed that during the TP, unit-amplitude phase shift keying (PSK) training

signals (TSs) are transmitted from source to the kth relay and from the kth

relay to the destination, ∀ k.

A2. Quasi-static and frequency flat fading channels are considered, i.e., the channel

gains do not change over the length of a frame but change from frame to frame

according to a complex Gaussian distribution, CN (0, σ2). The use of such

channels is motivated by prior research in this field [1, 2, 12,21–25].

A3. Over a frame, the timing and frequency offsets, as shown in Fig. 3.1, are

modeled as deterministic but unknown parameters.

2.1.1 AF-Relaying Cooperative Network

The block diagrams for the AF transceiver at Rk and AF receiver at D are depicted

in Figs. 2.3 and 2.4, respectively. The proposed training and data transmission

methods for the TP and DTP are outlined in the following two subsections.

2.1.1.1 Training Period

The received signal at Rk is down converted by oscillator frequency, ω
[r]
k , and then

over sampled by the factor Q. The sampled received signal at the input of the
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timing estimation block, rk(i) is given by1

rk(i) = ρk

L−1∑
n=0

t[s](n)g
(
iTs − nT − τ [sr]

k T
)
ej2πiν

[sr]
k /Q + uk(i), (2.1)

where

• ρk denotes the unknown channel gain from S to Rk that is assumed to be

constant over a frame and distributed as CN (0, σ2
ρ) from frame to frame,

• t[s](n) is the source training signal (TS) of length L,

• g(t) is the transmitter pulse shaping function, τ
[sr]
k is the normalized2 frac-

tional unknown timing offset of the sampler at Rk, Ts is the sampling time

period such that Ts = T/Q,

• ν [sr]
k is the carrier frequency offset, normalized by the symbol duration T ,

between S and Rk, and

• uk(i) is the zero-mean complex baseband additive white Gaussian noise (AWGN)

at Rk with variance σ2
uk

, i.e., uk(i) ∼ CN (0, σ2
uk

).

Without loss of generality, it is assumed that the noise at all the relays has the

same variance, i.e., σ2
u = σ2

u1
= · · · = σ2

uK
.

In order to ensure synchronous transmission and successful cooperation for AF

networks, a timing detector at the kth relay estimates the corresponding timing

offset, τ̂
[sr]
k , using schemes available for point-to-point SISO systems as outlined

1For clarity, we reserve the index n = {0, · · · , L − 1} for T -spaced samples and index i =
{0, · · · , QL− 1} for Ts-spaced samples.

2Throughout this section both the timing and carrier frequency offsets are normalized by T .
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in [7]. The timing offset estimate τ̂
[sr]
k is used as an input to the multiplier to

ensure that the kth relay’s unit amplitude training signal, t̄
[r]
k (t),3 is multiplied by

the received signal rk(t) at the appropriate time. The training signal t̄
[r]
k (t) used

for AF relaying here is given by t̄
[r]
k (t) = e−jφk(n) for (n − 1)T < t < nT , where

φk(n) in [−π, π] and denotes the phase of the nth symbol of the kth relay’s training

signal, where φk(n) 6= φk̄(n), for k 6= k̄. The output of the analog multiplier, sk(t),

as shown in Fig. 2.3, is given by

sk(t) = t
[r]
k (t)ρke

j2πν̃
[sr]
k t

L−1∑
n=0

t[s](n)g
(
t− nT − ε[sr]k T

)
+ t̄

[r]
k (t)uk(t), (2.2)

where ε
[sr]
k = τ

[sr]
k − τ̂

[sr]
k is the timing estimation error between S and Rk and

ν̃
[sr]
k = ν

[sr]
k /T is the analog frequency offset between S and Rk. The received signal

at D for AF relaying, ȳ(t), is affected by the timing offset from the kth relay to

the destination, τ
[rd]
k , for k = 1 · · · , K. Thus, the sampled received signal, ȳ(i), is

given by

ȳ(i) =
K∑
k=1

ζkηksk(iTs − τ [rd]
k T )ej2πiν

[rd]
k /Q + w(i)

ȳ(i) =
K∑
k=1

ζkηkρk t̄
[r]
k (iTs − τ [rd]

k T )ej2πiν
[sd]
k /Q

L−1∑
n=0

t[s](n)g
(
iTs − nT − τ [sd]

k T
)

+
K∑
k=1

ζkηkuk(i)t̄
[r]
k (iTs − τ [rd]

k T )ej2πiν
[rd]
k /Q + w(i), (2.3)

where

• ηk denotes the complex unknown channel gain from Rk to D that is assumed

to be distributed as CN (0, σ2
η) from frame to frame,

• ζk = 1/
√
σ2
ρ + σ2

u satisfies the kth relay’s power constraint,

• ν [sd]
k , ν

[sr]
k + ν

[rd]
k is the sum of CFOs from S–Rk–D, ν

[rd]
k is the normalized

CFO from Rk to D4,

• τ [sd]
k , τ

[rd]
k + ε

[sr]
k , and

3Note that the bar operator, ·̄ over the symbols, is used for the symbols in AF cooperative
relaying systems in order to distinguish the symbols for AF and DF cooperative systems.

4The constant phase offset ej2πν
[sr]
k τ

[rd]
k due to the timing offset τ

[rd]
k is incorporated in the

baseband channel ηk.
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• w(i) ∼ CN (0, σ2
w) is the AWGN at D.

Note that uk(i) has been used in place of uk(iTs − τ [rd]
k T ) since uk(t) denotes the

AWGN and its statistics are not affected by the change in the sampling point. Eq.

(2.3) can be written in vector form as

ȳ =
[
(Λ̄1Ḡ1t

[s])� t̄
[r]
1 (τ

[rd]
k ), · · · , (Λ̄KḠKt[s])� t̄

[r]
K (τ

[rd]
k )

]
︸ ︷︷ ︸

, Ω̄

α+ [Λ1v1, · · · ,ΛKvK ]︸ ︷︷ ︸
, Ψ̄

β

+ w, (2.4)

where

• ȳ , [ȳ(0), ȳ(1), · · · , ȳ(QL− 1)]T is the received signal vector at D,

• α , [α1, · · · , αK ]T is the overall channel gains from source to relay to desti-

nation, αk , ζkηkρk,

• β , [β1, · · · , βK ]T , βk , ζkηk,

• t̄
[r]
k (τ

[rd]
k ) ,

[
t̄
[r]
k (τ

[rd]
k T ), t̄

[r]
k (Ts− τ [rd]

k T ) · · · , t̄[r]k ((QL− 1)Ts − τ [rd]
k T )

]T
is the

kth relay’s training signal,

• Λ̄k , diag
(

[ej2πν
[sd]
k (0)/Q, · · · , ej2πν[sd]

k (QL−1)/Q]
)

is a QL×QL matrix depend-

ing on the frequency offset, ν
[sd]
k ,

• Λk , diag
(

[ej2πν
[rd]
k (0)/Q, · · · , ej2πν[rd]

k (QL−1)/Q]
)

is a QL×QL matrix depend-

ing on the frequency offset, ν
[sd]
k ,

•
[
Ḡk

]
m,`

, g
(
mTs − `T − τ [sd]

k T
)

is a QL×L matrix depending on the timing

offset, τ
[sd]
k ,

• t[s] ,
[
t[s](0), · · · , t[s](L− 1)

]T
is the source training signal vector,

• w , [w(0), · · · , w(QL− 1)]T is the AWGN vector at D,

• vk , [vk(0), · · · , vk(QL − 1)]T is the forwarded AWGN from the relays to

destination and vk(i) , uk(i)t̄
[r]
k

(
iTs − τ [rd]

k T
)

.

Note that vk(i) has the same statistical properties as uk(i), for i = {0, · · · , QL−1},
due to the assumption of the unit-amplitude training signals.
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Remark 2.1 Unlike [1], the proposed processing structure at the relays in Fig. 2.3

is not based on the assumption of perfect timing and frequency offset estimation

and matched-filtering at the relays [105]. In fact, [105] shows that the signal model

in [1] does not resemble that of AF relaying. More importantly, in a follow up paper,

the authors of [1] confirm that further research is needed to enable perfect timing

synchronization in practical AF-relaying cooperative networks [106]. In order to

address this issue, we have proposed a novel relaying structure that does not require

perfect timing offset estimation and matched-filtering at the relays. In addition,

in our proposed model, the relays do not perform frequency offset and channel

estimation during the TP.

2.1.1.2 Data Transmission Period

Modulated data symbol vector s , [s(0), s(1), · · · , s(L − 1)]T is transmitted from

S to the relays. As shown in Fig. 2.3, after performing timing correction using

timing offset estimates obtained in the TP, Rk forwards the received signal to D.

The received signal at D in the DTP can be written as5

ȳ =
K∑
k=1

αkΛ̄kḠks +
K∑
k=1

βkΛkuk + w, (2.5)

where uk , [uk(0), · · · , uk(QL−1)]T . Fig. 2.4 summarizes the proposed transceiver

structure at D for AF relaying.

2.1.2 DF-Relaying Cooperative Network

The block diagram for the DF transceiver at Rk is shown in Fig. 2.5. The receiver

structure at D is similar to that of AF relaying in Fig. 2.4 with the exception that

the received signal is represented by y(t) instead of ȳ(t).

2.1.2.1 Training Period

Similar to AF, the sampled received signal at Rk, rk(i), is given by (2.1). However,

in the case of DF relaying the received signal at Rk needs to be decoded. Therefore,

during the TP, ρ̂k, τ̂
[sr]
k , and ν̂

[sr]
k are jointly estimated and compensated using con-

ventional schemes for SISO point-to-point systems [7]. Subsequently, Rk forwards

its known distinct TS, t
[r]
k ,

[
t
[r]
k (0), · · · , t[r]k (L− 1)

]T
to D. The received signal at

5The matrix Ḡk takes into account the timing offset estimation error from S to Rk and the
timing offset from Rk to D.
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Figure 2.5: Block diagram for the DF transceiver at the kth relay.

D, y , [y(0), · · · , y(QL− 1)]T , is given by

y =
[
Λ1G1t

[r]
1 , · · · ,ΛKGKt

[r]
K

]
︸ ︷︷ ︸

, Ω

η + w, (2.6)

where η , [η1, · · · , ηK ]T , τ
[rd]
k , is the normalized fractional unknown timing offset

between Rk and D, Λk is defined below (2.4), and [Gk]m,` , g
(
mTs − `T − τ [rd]

k T
)

is a QL×L matrix. Note that the notation, t
[r]
k is used instead of t̄

[r]
k to distinguish

between the TSs for the DF and AF relaying.

2.1.2.2 Data Transmission Period

For DF relaying, it is assumed that cyclic redundancy checks (CRC) are applied

at the relays to ensure that the relays only forward correctly decoded signals to D.

Subsequently, the received signal at D in the DTP is given by

y =
K∑
k=1

ηkΛkGks + w. (2.7)

The receiver structure at D is given by Fig. 2.4 with the exception that τ
[rd]
k , ν

[rd]
k ,

and ηk are replaced by τ
[sd]
k , ν

[sd]
k , and αk, for k = {1, · · · , K}, respectively.

2.2 Cramer-Rao Lower Bound

In this section, new exact closed-form CRLBs for the joint estimation of multi-

ple channel gains, MCFOs, and MTOs for AF-relaying cooperative networks are

derived. For the case of DF relaying, we extend the results in [40] and present

closed-form CRLBs for this multiple parameter estimation problem.
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2.2.1 CRLB for AF Relaying

Throughout this section it is assumed that the forwarded AWGN from the relays,

Rk and Rm, vk and vm, respectively, ∀k 6= m, and the AWGN at D, w, are mutually

independent. Accordingly, the received signal vector at D, ȳ in (2.4), is a circularly

symmetric complex Gaussian random variable, i.e., ȳ ∼ CN (µȳ,Σȳ), with mean

µȳ = Ω̄α and covariance matrix Σȳ =
(
σ2
u

∑K
k=1 |βk|2 + σ2

w

)
ILQ, where ILQ is the

identity matrix of size LQ × LQ (Σȳ is derived in Appendix A.1). As discussed

in [2] and [39], in the case of AF relaying, only the overall channel gains, α, need

to be estimated. As a result, the parameter vector of interest for AF relaying, θ̄,

is given by

θ̄ ,
[
<{α}T ,={α}T , ν̄T , τ̄ T

]T
, (2.8)

where ν̄ , [ν̄1, · · · , ν̄K ]T and τ̄ , [τ̄1, · · · , τ̄K ]T and for notational simplicity, ν̄k

and τ̄k are used to denote ν
[sd]
k and τ

[rd]
k for AF relaying, respectively.

Theorem 2.1 Based on the proposed training method, the Fisher’s information

matrix (FIM) for the estimation of θ̄ is given by

FAF =
2

σ2
n



<{Ω̄H
Ω̄} −={Ω̄H

Ω̄} −={Ω̄H
DΩ̄H̄} <{Ω̄H

Γ̄H̄}
={Ω̄H

Ω̄} <{Ω̄H
Ω̄} <{Ω̄H

DΩ̄H̄} ={Ω̄H
Γ̄H̄}

={H̄HΩ̄
H

DΩ̄} <{H̄HΩ̄
H

DΩ̄} <{H̄HΩ̄
H

D2Ω̄H̄}︸ ︷︷ ︸
,Φ̄11

={H̄HΩ̄
H

DΓ̄H̄}︸ ︷︷ ︸
,Φ̄12

<{H̄HΓ̄
H

Ω̄} −={H̄HΓ̄
H

Ω̄} −={H̄HΓ̄
H

DΩ̄H̄}︸ ︷︷ ︸
,Φ̄21

<{H̄HΓ̄
H

Γ̄H̄}︸ ︷︷ ︸
,Φ̄22


︸ ︷︷ ︸

, F̄

,

(2.9)

where σ2
n , σ2

u

∑K
k=1 |βk|2 +σ2

w, and Γ̄ , [(Λ̄1R̄1t
[s])� t̄

[r]
1 (τ

[rd]
k ), · · · , (Λ̄KR̄Kt[s])�

t̄
[r]
K (τ

[rd]
k )], D , 2π/Q× diag

(
[0, 1, · · · , LQ− 1]

)
, H̄ , diag(α1, · · · , αK), and R̄k ,

∂Ḡk/∂τ̄k.

Proof : See Appendix A.1.

Let us rewrite (2.9) as

FAF ,
2

σ2
n

[
F̄11 Z̄

Z̄T F̄22,

]
, (2.10)

where F̄11 and F̄22 are the upper left and lower right 2K × 2K sub matrices of

F̄ , respectively, and Z̄ is the upper right 2K × 2K sub matrix of F̄ . Using par-
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titioned matrix inverse [2, 107], the closed-form CRLB for the estimation of θ̄ can

be determined as

CRLB(θ̄) =
σ2
n

2


[

F̄−1
11 0

0 0

]
+

[
−F̄−1

11 Z̄

I

] [
F̄22 − Z̄T F̄−1

11 Z̄
]−1︸ ︷︷ ︸

, Ῡ

[
−Z̄T F̄−1

11 I
]

=
σ2
n

2

[
F̄−1

11 + F̄−1
11 Z̄ῩZ̄T F̄−1

11 −F̄−1
11 Z̄Ῡ

−ῩZ̄T F̄−1
11 Ῡ

]
. (2.11)

Similarly, F̄−1
11 and F̄−1

22 are found as

F̄−1
11 =

[
<{(Ω̄H

Ω̄)−1} −={(Ω̄H
Ω̄)−1}

={(Ω̄H
Ω̄)−1} <{(Ω̄H

Ω̄)−1},

]
, (2.12)

F̄−1
22 =

[
(Φ̄11 − Φ̄12Φ̄

−1
22 Φ̄21)−1 −Φ̄

−1
11 Φ̄12(Φ̄22 − Φ̄21Φ̄

−1
11 Φ̄12)−1

−Φ̄
−1
22 Φ̄21(Φ̄11 − Φ̄12Φ̄

−1
22 Φ̄21)−1 (Φ̄22 − Φ̄21Φ̄

−1
11 Φ̄12)−1

]
.

(2.13)

The CRLB for the estimation of MCFOs and MTOs is given by diagonal elements

of the matrix, Ῡ in (2.11), and can be written in closed-form as

CRLB(ν̄, τ̄ ) =
σ2
n

2
diag

(
(F̄22 − Z̄T F̄−1

11 Z̄)−1
)

=
σ2
n

2
diag

(
F̄−1

22 + F̄−1
22 Z̄T (F̄11 − Z̄F̄−1

22 Z̄T )−1Z̄F̄−1
22

)
, (2.14)

where the second equality in (2.14) follows from the matrix inverse identity (A −
CTD−1C)−1 = A−1 + A−1CT (D − CA−1CT )−1CA−1 for invertible matrices A

and D in [107]. In this case, F̄22, F̄11, and Z̄ in (2.14) correspond to A, D, and

C, respectively. Similarly, the CRLB for the estimation of the combined real and

imaginary parts of α is derived as

CRLB(<{α},={α}) =
σ2
n

2
diag

(
F̄−1

11 + F̄−1
11 Z̄ῩZ̄T F̄−1

11

)
. (2.15a)

CRLB(α) =
σ2
n

2
diag

(
BF̄−1

11 BH + BF̄−1
11 Z̄ῩZ̄T F̄−1

11 BH
)

(2.15b)

where B ≡ [IK jIK ] is used to obtain the CRLB of α according to [18].
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2.2.2 CRLB for DF Relaying

Similar to the case of AF relaying, the received signal vector in (2.6), y ∼ CN (µy,Σy),

with mean µy = Ωη and covariance matrix Σy = σ2
wILQ. The parameter vector of

interest for DF relaying, θ, is given by

θ ,
[
<{η}T ,={η}T ,νT , τ T

]T
(2.16)

where ν , [ν1, · · · , νK ]T and τ , [τ1, · · · , τK ]T and for notational simplicity, νk

and τk are used to denote ν
[rd]
k and τ

[rd]
k , respectively. The FIM for the estimation

of θ is given by [40]

FDF =
2

σ2
w



<{ΩHΩ} −={ΩHΩ} −={ΩHDΩH} <{ΩHΓH}
={ΩHΩ} <{ΩHΩ} <{ΩHDΩH} ={ΩHΓH}

={HHΩHDΩ} <{HHΩHDΩ} <{HHΩHD2ΩH}︸ ︷︷ ︸
,Φ11

={HHΩHDΓH}︸ ︷︷ ︸
,Φ12

<{HHΓHΩ} −={HHΓHΩ} −={HHΓHDΩH}︸ ︷︷ ︸
,Φ21

<{HHΓHΓH}︸ ︷︷ ︸
,Φ22


︸ ︷︷ ︸

, F

,

(2.17)

where Γ , [Λ1R1t
[r]
1 , · · · ,ΛKRKt

[r]
K ], H , diag{η1, · · · , ηK}, and Rk , ∂Gk/∂τk.

Let us rewrite (2.17) as

FDF ,
2

σ2
w

[
F11 Z

ZT F22

]
,

where F11 and F22 denote the upper left and lower right 2K × 2K sub matrices of

F , respectively, and Z is the upper right 2K × 2K sub matrix of F . Using similar

steps as that of AF relaying, the closed-form CRLB for the estimation of θ can be

determined as

CRLB(θ) =
σ2
w

2

[
F−1

11 + F−1
11 ZΥZTF−1

11 −F−1
11 ZΥ

−ΥZTF−1
11 Υ

]
(2.18)

where Υ ,
[
F22 − ZTF−1

11 Z
]−1

. Moreover, F−1
11 and F−1

22 are given by replacing Ω̄

and Φ̄l,m with Ω and Φl,m, ∀l,m in (2.12) and (2.13), respectively. Using (2.18)

the closed-form CRLBs for the estimation of ν, τ , and η can be determined as

CRLB(ν, τ ) =
σ2
w

2
diag

(
F−1

22 + F−1
22 ZT (F11 − ZF−1

22 ZT )−1ZF−1
22

)
, (2.19a)
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CRLB(η) =
σ2
w

2

(
BF−1

11 BH + BF−1
11 ZΥZTF−1

11 BH
)
. (2.19b)

The following remarks are in order:

Remark 2.2 Eqs. (2.9) and(2.11) for AF relaying, and Eqs. (2.17) and (2.18)

for DF-relaying cooperative networks demonstrate that for both choices of proto-

cols, the FIM and the CRLB for the estimation of MCFOs, MTOs, and channel

gains are not block diagonal. Thus, there exists coupling between the estimation

errors of MCFOs, MTOs, and channel gains. This shows the importance of jointly

estimating MCFOs, MTOs, and channel gains in multi-relay cooperative networks.

More importantly, this result indicates that the previously proposed methods that

assume perfect frequency or timing synchronization while estimating MCFOs and

MTOs in [1] and [2], respectively, cannot be applied to estimate MCFOs, MTOs,

and multiple channel gains in distributed AF and DF cooperative networks.

Remark 2.3 The CRLBs for the estimation of ν̄, τ̄ and α for AF relaying in

(2.14) and (2.15b) depend on the source-relay-destination carrier frequency offsets,

{ν̄k}Kk=1, timing offsets, {τ̄k}Kk=1, and channel gains, {αk}Kk=1, through the matrices

F̄11 and Z̄ in (2.10). As anticipated, the CRLBs in (2.14) and (2.15b) are also

dependent on the TS length and the choice of the TSs broadcasted from both S
and the relays. Based on the CRLBs in (2.19a) and (2.19b), similar dependencies

can be also deduced for the case of DF relaying. Therefore, we can conclude that

the choice of TS and its length are important design parameters that significantly

impact the performance of MCFO, MTO, and channel estimators in distributed

multi-relay cooperative networks. Optimal TS design for the estimation of MCFOs

is addressed in [21] and for the estimation of MTOs is addressed in Chapter 4 of

the thesis.

2.3 Joint Parameter Estimation

In this section in order to reduce the computational complexity associated with the

estimation of MTOs, MCFOs and multiple channel gains for DF-and AF-relaying

networks, two iterative estimators are proposed based on the ECM and SAGE

algorithms and their computational complexity is analyzed.

2.3.1 Estimation Algorithms for DF Cooperative Networks

We first outline the ML estimator due to its desirable asymptotic properties [18].

The ML estimator presented here is also required to initialize the proposed ECM
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and SAGE algorithms.

2.3.1.1 ML Estimator for DF Relaying

Based on the signal model in (2.6), the ML estimates of ν, τ , and η are given

by [40]

ν̂, τ̂ = arg max
ν,τ

yHΩ(ΩHΩ)−1ΩHy, η̂ = (ΩHΩ)−1ΩHy. (2.20)

Alternating projection (AP) is used to reduce the dimensionality of the maximiza-

tion problem in (2.20) into a series of one-dimensional searches [108]. Even though

AP is not guaranteed to converge to the true estimates, the results in [108, Sec.

IV-A], demonstrate that AP always converges to a local maximum and through

proper initialization, AP results in global convergence. Following the ML-based

approach in [45], ν̂k and τ̂k are initialized to 0, ∀, k in our simulations. In addition,

the numerical simulations in Figs. 2.6 indicate that using the above initialization,

AP converges to the true timing and frequency offset estimates in 2 cycles only.

2.3.1.2 ECM Estimator for DF Relaying

The entries in the vector θ in (2.16) can be rearranged into the new parameter

vector λ ,
[
λT1 , · · · ,λTK

]T
, where λk , [νk, τk, ηk]

T , for k = {1, · · · , K}. In the

expectation-maximization (EM) terminology, the received training signal y in (2.6)

represents the incomplete data set [109]. Following [110], we define the hidden or

complete data set as z ,
[
zT1 , · · · , zTK

]T
, with

zk = ηkΛkGkt
[r]
k + wk, (2.21)

where wk ∼ CN (0, γkσ
2
wILQ) with

∑K
k=1 γk = 1 and zk is the hidden variable. In

(2.21), wk is obtained by decomposing the total noise vector w into K components

such that
∑K

k=1 wk = w where γk may be chosen such that γk = 1/K, ∀ k [111].

Based on (2.21), the relationship between the complete and incomplete data sets

is given by
∑K

k=1 zk = y. In order to indicate the iterative processing let us define

λ̂
[m]

,

[(
λ̂

[m]

1

)T
, · · · ,

(
λ̂

[m]

K

)T]T
as the estimated value of λ at the mth iteration,

where λ̂
[m]

k ,
[
ν̂

[m]
k , τ̂

[m]
k , η̂

[m]
k

]T
. Note that rough initial estimates, ν̂

[0]
k , τ̂

[0]
k , η̂

[0]
k ,

may be obtained using alternating projection via (2.20) using a coarse step size.

The E-step and M-step of the proposed ECM algorithms at the mth iteration are

derived next.
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E-step Using the received signal y and the current estimates, λ̂
[m]

, we compute

the expectation of the log-likelihood function (LLF) of the complete data space

given the parameter λ, N
(
λ|λ̂[m]

)
. That is

N
(
λ|λ̂[m]

)
, E

{
logf(z|λ)

∣∣∣ y, λ̂
[m]
}
, (2.22)

where the probability density function of z given λ is determined as

f
(
z|λ
)

=
K∏
k=1

f
(
zk|λk

)
=

K∏
k=1

1

(πγkσ2
w)LQ

exp

{
‖zk − ηkΛkGkt

[r]
k ‖2

γkσ2
w

}
. (2.23)

Substituting (2.23) into (2.22), we obtain

N(λ|λ̂[m]
) = E1 − E

{
K∑
k=1

1

γkσ2
w

∥∥zk − ηkΛkGkt
[r]
k

∥∥2
∣∣∣y, λ̂[m]

}

= E1 −
K∑
k=1

1

γkσ2
w

∥∥ẑ[m]
k − ηkΛkGkt

[r]
k

∥∥2
, (2.24)

where E1 = −LQ∑K
k=1 log(πγkσ

2
w) is a constant that is independent of λ. Since∑K

k=1 zk = y, it can be concluded that zk and y are jointly Gaussian distributed,

∀ k. Therefore, ẑk in (2.24) is given by

ẑ
[m]
k , E

{
zk|y, λ̂

[m]
}

= η̂
[m]
k Λ̂

[m]

k Ĝ
[m]
k t

[r]
k + γk

(
y −

K∑
k=1

η̂
[m]
k Λ̂

[m]

k Ĝ
[m]
k t

[r]
k

)
, (2.25)

where Λ̂
[m]

k , Λk|νk=ν̂
[m]
k

and Ĝ
[m]
k , Gk|τk=τ̂

[m]
k

.

M-step The estimate of λ at the (m+ 1)th iteration, λ̂
[m+1]

, is determined as

λ̂
[m+1]

= arg max
λ

N
(
λ|λ̂[m]

)
= arg min

λ

K∑
k=1

∥∥ẑ[m]
k − ηkΛkGkt

[r]
k

∥∥2
. (2.26)

From (2.26) it can be observed that the process of updating λ can be decoupled

into the processes of updating each of the λk, for k = {1, · · · , K}. As a result, the

update-equation for calculating λ̂
[m+1]

k can be determined as

λ̂
[m+1]

k = arg min
λk

∥∥ẑ[m]
k − ηkΛkGkt

[r]
k

∥∥2
. (2.27)
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In order to further reduce the complexity associated with the M-step of the EM

algorithm, the ECM scheme [112] is applied in this section, where the cost function

in (2.27) is minimized with respect to to one of the parameters of interest while

keeping the remaining parameters at their most recently updated values [111,112].

In the first step using the ECM approach, ν̂
[m+1]
k can be determined as

ν̂
[m+1]
k = arg min

νk

∥∥ẑ[m]
k − ηkΛkGkt

[r]
k

∥∥2
∣∣∣
τk=τ̂

[m]
k ,

ηk=η̂
[m]
k

= arg max
νk

LQ−1∑
i=0

<
{(
ẑ

[m]
k (i)

)∗
η̂

[m]
k ej2πiνk/Qbi

(
τ̂

[m]
k

)}
, (2.28)

where ẑ
[m]
k (i) is the ith element of ẑ

[m]
k for i = {0, 1, · · · , LQ− 1} and bi

(
τ̂

[m]
k

)
can

be found using

bi (τk) =

Lg∑
`=−Lg

t
[r]
k (`+ bi/Qc) g(mod(i/Q)Ts − `T − τkT ), (2.29)

where Lg is the selected pulse shaping filter lag in the TP. In order to handle the

nonlinearity of (2.28), we can approximate the term ej2πiνk/Q using Taylor series

expansion to the second-order term as

ej2πiνk/Q ≈ ej2πiν̂
[m]
k /Q + (νk − ν̂ [m]

k )(j2πi/Q)ej2πiν̂
[m]
k /Q

+
1

2
(νk − ν̂ [m]

k )2(j2πi/Q)2ej2πiν̂
[m]
k /Q. (2.30)

Using (2.30), (2.28) can be rewritten as

ν
[m+1]
k = arg max

νk
Ξ ,

LQ−1∑
i=0

<
{(
ẑ

[m]
k (i)

)∗
η̂

[m]
k ej2πiν̂

[m]
k /Qbi

(
τ̂

[m]
k

)}
− (νk − ν̂ [m]

k )

LQ−1∑
i=0

(2πi

Q

)
=
{(
ẑ

[m]
k (i)

)∗
η̂

[m]
k ej2πiν̂

[m]
k /Qbi

(
τ̂

[m]
k

)}
− 1

2
(νk − ν̂ [m]

k )2

LQ−1∑
i=0

(2πi

Q

)2

<
{(
ẑ

[m]
k (i)

)∗
η̂

[m]
k ej2πiν̂

[m]
k /Qbi

(
τ̂

[m]
k

)}
.

(2.31)
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Differentiating Ξ in (2.31) with respect to νk and equating the result to zero, the

estimate of ν̂k at the (m+ 1)th iteration is obtained as

ν̂
[m+1]
k = ν̂

[m]
k −

∑LQ−1
i=0

(
2πi
Q

)
=
{(

ẑ
[m]
k (i)

)∗
η̂

[m]
k ej2πiν̂

[m]
k /Qbi

(
τ̂

[m]
k

)}
∑LQ−1

i=0

(
2πi
Q

)2

<
{(

ẑ
[m]
k (i)

)∗
η̂

[m]
k ej2πiν̂

[m]
k /Qbi

(
τ̂

[m]
k

)} . (2.32)

In the second step, by setting νk to its latest updated value, ν̂
[m+1]
k , the updated

value of τk at the (m+ 1)th iteration, τ̂
[m+1]
k , can be determined as

τ̂
[m+1]
k = arg min

τk

∥∥ẑ[m]
k − ηkΛkGkt

[r]
k

∥∥2
∣∣∣
νk=ν̂

[m+1]
k

ηk=η̂
[m]
k

= arg max
τk

LQ−1∑
i=0

<
{(
ẑ

[m]
k (i)

)∗
η̂

[m]
k ej2πiν̂

[m+1]
k /Qbi(τk)

}
. (2.33)

Taylor series expansion is again applied to linearize the maximization in (2.33),

where the Taylor series expansion of bi(τk), in (2.29), can be calculated as

bi(τk) ≈ bi

(
τ̂

[m]
k

)
+ (τk − τ̂ [m]

k )b′i(τk)|τk=τ̂
[m]
k

+
1

2
(τk − τ̂ [m]

k )2b′′i (τk)|τk=τ̂
[m]
k
. (2.34)

In (2.34), b′i(τk) and b′′i (τk) are the first and second order derivatives of the function

bi(τk) with respect to τk and are given by

b′i(τk) =

Lg∑
`=−Lg

t
[r]
k (`+ bi/Qc) g′(mod(i/Q)Ts − `T − τkT ) (2.35a)

b′′i (τk) =

Lg∑
`=−Lg

t
[r]
k (`+ bi/Qc) g′′(mod(i/Q)Ts − `T − τkT ) (2.35b)

where g′(t)|τk = ∂
∂τk
g(t) and g′′(t)|τk = ∂2

(∂τk)2 g(t) are the first and second order

derivatives of transmitted pulse shaping function, g(t), evaluated at τ = τk. Using

forward difference approximation of derivatives given in [113], g′(t) and g′′(t) can

be determined, respectively, as

g′(t)|τk '
g(t)|τk+δ − g(t)|τk

δ
, g′′(t)|τk '

g(t)|τk+2δ − 2g(t)|τk+δ + g(t)|τk
δ2

, (2.36)
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Table 2.1: Proposed ECM algorithm for the DF cooperative systems
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Initialization
Obtain ν̂

[0]
k , τ̂

[0]
k , and η̂

[0]
k for k = 1, . . . ,K using alternating

projection and (2.20) with coarser step size i.e., 0.01
ECM for DF systems
for m = 0, 1, . . .

for k = 1, 2, . . . ,K
ẑ
[m]
k = η̂

[m]
k Λ̂

[m]
k Ĝ

[m]
k t

[r]
k + γk

(
y −∑K

k=1 η̂
[m]
k Λ̂

[m]
k Ĝ

[m]
k t

[r]
k

)

end
for k = 1, 2, . . . ,K

ν̂
[m+1]
k = ν̂

[m]
k −

∑LQ−1
i=0 ( 2πi

Q
)=
{(
ẑ
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m]
k

/Q
bi(τ̂

[m]
k

)
}

∑LQ−1
i=0 ( 2πi

Q
)2<
{(
ẑ
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m]
k

/Q
bi(τ̂

[m]
k

)
}

τ̂
[m+1]
k = τ̂

[m]
k −

∑LQ−1
i=0 <

{(
ẑ
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
b′i(τ̂

[m]
k

)
}

∑LQ−1
i=0 <

{(
ẑ
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
b′′i (τ̂

[m]
k

)
}

η̂
[m+1]
k = 1∑LQ−1

i=0 |bi(τ̂ [m+1]
k

)|2
∑LQ−1
i=0

ẑ
[m]
k

(i)
(
bi(τ̂

[m+1]
k

)
)∗

e
j2πiν̂

[m+1]
k

/Q
.

end
ν̂
[m]
k = ν̂

[m+1]
k , τ̂ [m]

k = τ̂
[m+1]
k , η̂[m]

k = η̂
[m+1]
k .

end

Initialization
Obtain ν̂

[0]
k , τ̂

[0]
k , and η̂

[0]
k for k = 1, . . . ,K using alternating

projection and (2.20) with coarser step size i.e., 0.01
SAGE for DF systems
for m = 0, 1, . . .

for k = 1, 2, . . . ,K
x̂
[m]
k = y −∑K

l=1,l 6=k η̂
[m]
l Λ̂

[m]
l Ĝ

[m]
l t

[r]
l

ν̂
[m+1]
k = ν̂

[m]
k −

∑LQ−1
i=0 ( 2πi

Q
)=
{(
x̂
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m]
k

/Q
bi(τ̂

[m]
k

)
}

∑LQ−1
i=0 ( 2πi

Q
)2<
{(
x̂
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m]
k

/Q
bi(τ̂

[m]
k

)
}

τ̂
[m+1]
k = τ̂

[m]
k −

∑LQ−1
i=0 <

{(
x̂
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
b′i(τ̂

[m]
k

)
}

∑LQ−1
i=0 <

{(
x̂
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
b′′i (τ̂

[m]
k

)
}

η̂
[m+1]
k = 1∑LQ−1

i=0 |bi(τ̂ [m+1]
k

)|2
∑LQ−1
i=0

x̂
[m]
k

(i)
(
bi(τ̂

[m+1]
k

)
)∗

e
j2πiν̂

[m+1]
k

/Q
.

end
ν̂
[m]
k = ν̂

[m+1]
k , τ̂ [m]

k = τ̂
[m+1]
k , η̂[m]

k = η̂
[m+1]
k .

end

Initialization
Obtain ν̂

[0]
k , τ̂

[0]
k , and α̂

[0]
k for k = 1, . . . ,K using alternating

projection, (17) and (16) with coarser step size like 0.01
ECM for AF systems
for m = 0, 1, . . .

for k = 1, 2, . . . ,K
ẑ
[m]
k = α̂

[m]
k (Λ̂

[m]
k Ĝ

[m]
k t[s])� t

[r]
k +

γk
(
y −∑K

k=1 α̂
[m]
k (Λ̂

[m]
k Ĝ

[m]
k t[s])� t

[r]
k

)

end
for k = 1, 2, . . . ,K
ν̂
[m+1]
k = ν̂

[m]
k −

∑LQ−1
i=0 ( 2πi

Q
)=
{(
ẑ
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m]
k

/Q
t
[r]
k

(i)bi(τ̂
[m]
k

)
}

∑LQ−1
i=0 ( 2πi

Q
)2<
{(
ẑ
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m]
k

/Q
t
[r]
k

(i)bi(τ̂
[m]
k

)
}

τ̂
[m+1]
k = τ̂

[m]
k −

∑LQ−1
i=0 <

{(
ẑ
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
t
[r]
k

(i)b′i(τ̂
[m]
k

)
}

∑LQ−1
i=0 <

{(
ẑ
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
t
[r]
k

(i)b′′i (τ̂
[m]
k

)
}

α̂
[m+1]
k =

∑LQ−1
i=0 ẑ

[m]
k

(i)e
−j2πiν̂[m+1]

k
/Q
(
t
[r]
k

(i)
)∗(

bi(τ̂
[m+1]
k

)
)∗

∑LQ−1
i=0 |bi(τ̂ [m+1]

k
)|2|t[r]

k
(i)|2

end
ν̂
[m]
k = ν̂

[m+1]
k , τ̂ [m]

k = τ̂
[m+1]
k , α̂[m]

k = α̂
[m+1]
k .

end

Initialization
Obtain ν̂

[0]
k , τ̂

[0]
k , and α̂

[0]
k for k = 1, . . . ,K using alternating

projection, (17) and (16) with coarser step size like 0.01
SAGE for AF systems
for m = 0, 1, . . .

for k = 1, 2, . . . ,K

x̂
[m]
k = y −∑K

l=1,l 6=k α̂
[m]
l

(
Λ̂

[m]
l Ĝ

[m]
l t[s]

)
� t

[r]
`

ν̂
[m+1]
k = ν̂

[m]
k −

∑LQ−1
i=0 ( 2πi

Q
)=
{(
x̂
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m]
k

/Q
t
[r]
k

(i)bi(τ̂
[m]
k

)
}

∑LQ−1
i=0 ( 2πi

Q
)2<
{(
x̂
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m]
k

/Q
t
[r]
k

(i)bi(τ̂
[m]
k

)
}

τ̂
[m+1]
k = τ̂

[m]
k −

∑LQ−1
i=0 <

{(
x̂
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
t
[r]
k

(i)b′i(τ̂
[m]
k

)
}

∑LQ−1
i=0 <

{(
x̂
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
t
[r]
k

(i)b′′i (τ̂
[m]
k

)
}

α̂
[m+1]
k =

∑LQ−1
i=0 x̂

[m]
k

(i)e
−j2πiν̂[m+1]

k
/Q
(
t
[r]
k

(i)
)∗(

bi(τ̂
[m+1]
k

)
)∗

∑LQ−1
i=0 |bi(τ̂ [m+1]

k
)|2|t[r]

k
(i)|2

end
ν̂
[m]
k = ν̂

[m+1]
k , τ̂ [m]

k = τ̂
[m+1]
k , α̂[m]

k = α̂
[m+1]
k .

end

as δ → 0+. Using (2.34), (2.33) can be rewritten as

τ̂
[m+1]
k = arg max

τk

LQ−1∑
i=0

<
{(
ẑ

[m]
k (i)

)∗
η̂

[m]
k ej2πiν̂

[m+1]
k /Qbi

(
τ̂

[m]
k

)}
,

+ (τk − τ̂ [m]
k )

LQ−1∑
i=0

<
{(
ẑ

[m]
k (i)

)∗
η̂

[m]
k ej2πiν̂

[m+1]
k /Qb′i

(
τ̂

[m]
k

)}
,

+
1

2
(τk − τ̂ [m]

k )2

LQ−1∑
i=0

<
{(
ẑ

[m]
k (i)

)∗
η̂

[m]
k ej2πiν̂

[m+1]
k /Qb′′i

(
τ̂

[m]
k

)}
. (2.37)

By taking the derivative of (2.37) with respect to τk and equating the result to

zero, the estimate of τ̂k at the (m+ 1)th iteration is given by

τ̂
[m+1]
k = τ̂

[m]
k −

∑LQ−1
i=0 <

{(
ẑ

[m]
k (i)

)∗
η̂

[m]
k ej2πiν̂

[m+1]
k /Qb′i

(
τ̂

[m]
k

)}
∑LQ−1

i=0 <
{(

ẑ
[m]
k (i)

)∗
η̂

[m]
k ej2πiν̂

[m+1]
k /Qb′′i

(
τ̂

[m]
k

)} . (2.38)

Finally, in the third step, by setting νk and τk to ν̂
[m+1]
k and τ̂

[m+1]
k , respectively,
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the estimate of ηk, at the (m+ 1)th iteration is calculated as

η̂
[m+1]
k = arg min

ηk

∥∥ẑ[m]
k − ηkΛkGkt

[r]
k

∥∥2
∣∣∣
νk=ν̂

[m+1]
k ,

τk=τ̂
[m+1]
k

= argmin
ηk

LQ−1∑
i=0

∣∣∣ẑ[m]
k (i)− ηkej2πiν̂

[m+1]
k /Qbi(τ̂

[m+1]
k )

∣∣∣2 . (2.39)

By taking the derivative of (2.39) with respect to ηk and setting the result to zero,

η̂
[m+1]
k can be determined as

η̂
[m+1]
k =

1∑LQ−1
i=0

∣∣∣bi(τ̂ [m+1]
k

)∣∣∣2
LQ−1∑
i=0

ẑ
[m]
k (i)

(
bi
(
τ̂

[m+1]
k

))∗
ej2πiν̂

[m+1]
k /Q

. (2.40)

The proposed ECM estimator for DF relaying is summarized in Table 2.1. By

reapplying the above algorithm, for k = {1 · · · , K}, estimates of the MCFOs,

MTOs, and multiple channel gains for all the relays can be obtained at D. The

iterations stop when the difference between LLFs of the two iterations is smaller

than a threshold χ, i.e.,

∣∣∣∥∥y − K∑
k=1

η̂
[m+1]
k Λ̂

[m+1]

k Ĝ
[m+1]
k t

[r]
k

∥∥2 −
∥∥y − K∑

k=1

η̂
[m]
k Λ̂

[m]

k Ĝ
[m]
k t

[r]
k

∥∥2
∣∣∣ ≤ χ. (2.41)

2.3.1.3 SAGE Estimator for DF Relaying

As shown in [114] the SAGE algorithm can be applied to improve the convergence

rate of the ECM approach. Using SAGE, the parameter λ is divided into K groups

denoted by λk, for k = {1 · · · , K}. During the estimation process each group is

updated while keeping the remaining groups fixed at their latest updated values.

In addition, for each group a hidden data set is selected [114]. In this case, the

hidden data set denoted by xk for λk is given by

xk = ηkΛkGkt
[r]
k + w. (2.42)

The updating process for λk at the mth iteration in the proposed SAGE estima-

tor consists of E -and M-steps, which are derived using the steps outlined for the

proposed ECM algorithm.
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E-step While setting λ` = λ̂
[m]

` ∀` 6= k, the expectation of the LLF of the hidden

data set for the parameter λk, N
(
λk|λ̂

[m]
)

, is determined as

N
(
λk|λ̂

[m]
)
, E

{
logf

(
xk
∣∣λk, {λ̂[m]

` }`6=k
) ∣∣∣ y, λ̂

[m]
}
, (2.43)

where

f
(
xk
∣∣λk, {λ̂[m]

` } 6̀=k
)

= f (xk|λk) =
1

(πσ2
w)LQ

exp

{
‖xk − ηkΛkGkt

[r]
k ‖2

σ2
w

}
. (2.44)

Substituting (2.44) into (2.43), we obtain

N
(
λk|λ̂

[m]
)

= E2 −
1

σ2
w

E
{∥∥xk − ηkΛkGkt

[r]
k

∥∥2
∣∣∣y, λ̂[m]

}
= E2 −

1

σ2
w

∥∥x̂[m]
k − ηkΛkGkt

[r]
k

∥∥2
, (2.45)

where

x̂
[m]
k , E

{
xk
∣∣y, λ̂[m]

}
= η̂

[m]
k Λ̂

[m]

k Ĝ
[m]
k t

[r]
k +

(
y −

K∑
k=1

η̂
[m]
k Λ̂

[m]

k Ĝ
[m]
k t

[r]
k

)

= y −
K∑
`=1,
`6=k

η̂
[m]
` Λ̂

[m]

` Ĝ
[m]
` t

[r]
` , (2.46)

and E2 = −(LQ) log(πσ2
w) is a constant independent of λk.

M-step In this step, the estimate of λk in the (m + 1)th iteration, λ̂
[m+1]

k , is

determined as

λ̂
[m+1]

k = arg max
λk

N
(
λk|λ̂

[m]
)

= arg min
λk

∥∥x̂[m]
k − ηkΛkGkt

[r]
k

∥∥2
. (2.47)

Using similar steps as the M-step of the ECM algorithm in Section 2.3.1.2, the

computational complexity associated with the estimation of λ̂
[m+1]

can be further

reduced. Subsequently, for the proposed SAGE estimator, by replacing ẑ
[m]
k (i) with

x̂
[m]
k (i), Eqs. (2.32), (2.38), and (2.40) can be applied to estimate ν̂

[m+1]
k , τ̂

[m+1]
k , and

η̂
[m+1]
k , respectively. Table 2.2 summarizes the proposed SAGE estimator for DF

relaying.

Remark 2.4 Even though it cannot be analytically shown that the proposed ECM

and SAGE algorithms converge to a global maximum, in [112, page 1] and [114,
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Table 2.2: Proposed SAGE algorithm for the DF cooperative systems
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Initialization
Obtain ν̂

[0]
k , τ̂

[0]
k , and η̂

[0]
k for k = 1, . . . ,K using alternating

projection and (2.20) with coarser step size i.e., 0.01
ECM for DF systems
for m = 0, 1, . . .

for k = 1, 2, . . . ,K
ẑ
[m]
k = η̂

[m]
k Λ̂

[m]
k Ĝ

[m]
k t

[r]
k + γk

(
y −∑K

k=1 η̂
[m]
k Λ̂

[m]
k Ĝ

[m]
k t

[r]
k

)

end
for k = 1, 2, . . . ,K

ν̂
[m+1]
k = ν̂

[m]
k −

∑LQ−1
i=0 ( 2πi

Q
)=
{(
ẑ
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m]
k

/Q
bi(τ̂

[m]
k

)
}

∑LQ−1
i=0 ( 2πi

Q
)2<
{(
ẑ
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m]
k

/Q
bi(τ̂

[m]
k

)
}

τ̂
[m+1]
k = τ̂

[m]
k −

∑LQ−1
i=0 <

{(
ẑ
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
b′i(τ̂

[m]
k

)
}

∑LQ−1
i=0 <

{(
ẑ
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
b′′i (τ̂

[m]
k

)
}

η̂
[m+1]
k = 1∑LQ−1

i=0 |bi(τ̂ [m+1]
k

)|2
∑LQ−1
i=0

ẑ
[m]
k

(i)
(
bi(τ̂

[m+1]
k

)
)∗

e
j2πiν̂

[m+1]
k

/Q
.

end
ν̂
[m]
k = ν̂

[m+1]
k , τ̂ [m]

k = τ̂
[m+1]
k , η̂[m]

k = η̂
[m+1]
k .

end

Initialization
Obtain ν̂

[0]
k , τ̂

[0]
k , and η̂

[0]
k for k = 1, . . . ,K using alternating

projection and (2.20) with coarser step size i.e., 0.01
SAGE for DF systems
for m = 0, 1, . . .

for k = 1, 2, . . . ,K
x̂
[m]
k = y −∑K

l=1,l 6=k η̂
[m]
l Λ̂

[m]
l Ĝ

[m]
l t

[r]
l

ν̂
[m+1]
k = ν̂

[m]
k −

∑LQ−1
i=0 ( 2πi

Q
)=
{(
x̂
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m]
k

/Q
bi(τ̂

[m]
k

)
}

∑LQ−1
i=0 ( 2πi

Q
)2<
{(
x̂
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m]
k

/Q
bi(τ̂

[m]
k

)
}

τ̂
[m+1]
k = τ̂

[m]
k −

∑LQ−1
i=0 <

{(
x̂
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
b′i(τ̂

[m]
k

)
}

∑LQ−1
i=0 <

{(
x̂
[m]
k

(i)
)∗
η̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
b′′i (τ̂

[m]
k

)
}

η̂
[m+1]
k = 1∑LQ−1

i=0 |bi(τ̂ [m+1]
k

)|2
∑LQ−1
i=0

x̂
[m]
k

(i)
(
bi(τ̂

[m+1]
k

)
)∗

e
j2πiν̂

[m+1]
k

/Q
.

end
ν̂
[m]
k = ν̂

[m+1]
k , τ̂ [m]

k = τ̂
[m+1]
k , η̂[m]

k = η̂
[m+1]
k .

end

Initialization
Obtain ν̂

[0]
k , τ̂

[0]
k , and α̂

[0]
k for k = 1, . . . ,K using alternating

projection, (17) and (16) with coarser step size like 0.01
ECM for AF systems
for m = 0, 1, . . .

for k = 1, 2, . . . ,K
ẑ
[m]
k = α̂

[m]
k (Λ̂

[m]
k Ĝ

[m]
k t[s])� t

[r]
k +

γk
(
y −∑K

k=1 α̂
[m]
k (Λ̂

[m]
k Ĝ

[m]
k t[s])� t

[r]
k

)

end
for k = 1, 2, . . . ,K
ν̂
[m+1]
k = ν̂

[m]
k −

∑LQ−1
i=0 ( 2πi

Q
)=
{(
ẑ
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m]
k

/Q
t
[r]
k

(i)bi(τ̂
[m]
k

)
}

∑LQ−1
i=0 ( 2πi

Q
)2<
{(
ẑ
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m]
k

/Q
t
[r]
k

(i)bi(τ̂
[m]
k

)
}

τ̂
[m+1]
k = τ̂

[m]
k −

∑LQ−1
i=0 <

{(
ẑ
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
t
[r]
k

(i)b′i(τ̂
[m]
k

)
}

∑LQ−1
i=0 <

{(
ẑ
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
t
[r]
k

(i)b′′i (τ̂
[m]
k

)
}

α̂
[m+1]
k =

∑LQ−1
i=0 ẑ

[m]
k

(i)e
−j2πiν̂[m+1]

k
/Q
(
t
[r]
k

(i)
)∗(

bi(τ̂
[m+1]
k

)
)∗

∑LQ−1
i=0 |bi(τ̂ [m+1]

k
)|2|t[r]

k
(i)|2

end
ν̂
[m]
k = ν̂

[m+1]
k , τ̂ [m]

k = τ̂
[m+1]
k , α̂[m]

k = α̂
[m+1]
k .

end

Initialization
Obtain ν̂

[0]
k , τ̂

[0]
k , and α̂

[0]
k for k = 1, . . . ,K using alternating

projection, (17) and (16) with coarser step size like 0.01
SAGE for AF systems
for m = 0, 1, . . .

for k = 1, 2, . . . ,K

x̂
[m]
k = y −∑K

l=1,l 6=k α̂
[m]
l

(
Λ̂

[m]
l Ĝ

[m]
l t[s]

)
� t

[r]
`

ν̂
[m+1]
k = ν̂

[m]
k −

∑LQ−1
i=0 ( 2πi

Q
)=
{(
x̂
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m]
k

/Q
t
[r]
k

(i)bi(τ̂
[m]
k

)
}

∑LQ−1
i=0 ( 2πi

Q
)2<
{(
x̂
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m]
k

/Q
t
[r]
k

(i)bi(τ̂
[m]
k

)
}

τ̂
[m+1]
k = τ̂

[m]
k −

∑LQ−1
i=0 <

{(
x̂
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
t
[r]
k

(i)b′i(τ̂
[m]
k

)
}

∑LQ−1
i=0 <

{(
x̂
[m]
k

(i)
)∗
α̂
[m]
k

e
j2πiν̂

[m+1]
k

/Q
t
[r]
k

(i)b′′i (τ̂
[m]
k

)
}

α̂
[m+1]
k =

∑LQ−1
i=0 x̂

[m]
k

(i)e
−j2πiν̂[m+1]

k
/Q
(
t
[r]
k

(i)
)∗(

bi(τ̂
[m+1]
k

)
)∗

∑LQ−1
i=0 |bi(τ̂ [m+1]

k
)|2|t[r]

k
(i)|2

end
ν̂
[m]
k = ν̂

[m+1]
k , τ̂ [m]

k = τ̂
[m+1]
k , α̂[m]

k = α̂
[m+1]
k .

end

page 4] it is established that in general ECM and SAGE algorithms monotonically

increase the LLF at every iteration and converge to a local maximum. Moreover, if

the algorithms are initialized in a region suitably close to the global maximum, then

the sequence of estimates converge monotonically to the global maximum [114, page

4]. In our simulations, initial rough estimates, ν̂
[0]
k , τ̂

[0]
k , η̂

[0]
k , are obtained using

alternating projection via (2.20) while using a coarse step size, e.g., 10−2. Finally,

simulation results in Section 2.5 investigate the performance of the proposed ECM

and SAGE algorithms for different initialization step size values and illustrate that

the proposed algorithms converge to the true estimates with the initialization step

size of 10−2.

2.3.2 Estimation Algorithms for AF Cooperative Networks

In this subsection the LS, ECM, and SAGE algorithms for the joint estimation

of MCFOs, MTOs, and multiple channel gains in AF cooperative networks are

derived.
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2.3.2.1 LS Estimator for AF Model

Based on the training signal model at D for AF relaying in (2.4), the LS estimate

of the parameters α, ν̄, and τ̄ can be determined by minimizing the cost function

J̄(ν̄, τ̄ ,α) = ‖ȳ − Ω̄α‖2. (2.48)

Given ν̄ and τ̄ , the LS estimate of α can be straightforwardly shown to be

α̂ = (Ω̄
H

Ω̄)−1Ω̄
H

ȳ. (2.49)

By substituting (2.49) into (2.48), estimates of MCFOs and MTOs, ˆ̄ν, ˆ̄τ , respec-

tively, are obtained via

ˆ̄ν, ˆ̄τ = arg max
ν,τ

ȳHΩ̄(Ω̄
H

Ω̄)−1Ω̄
H

ȳ. (2.50)

The maximization in (2.50) needs to be carried out using a multi-dimensional ex-

haustive search over the set of possible timing and frequency offsets. Thus, in order

to reduce the computational complexity associated with obtaining these estimates

the maximization in (2.50) is carried out using AP, where the AP algorithm is

initialized using a similar approach as that of DF relaying in Section 2.3.1.1. In

addition, the numerical investigation in Section VI indicates that the MCFOs and

MTOs estimates obtained using (2.49) and (2.50) are close to the true estimates at

mid-to-high SNR. Finally, the LS estimates of the channel gains α can be obtained

by substituting ˆ̄ν and ˆ̄τ into (2.49).

2.3.2.2 ECM Estimator for AF Relaying

The entries of the vector, θ̄ in (2.8) can be rearranged to obtain a new parameter

vector of interest λ̄ ,
[
λ̄
T
1 , · · · , λ̄

T
K

]T
, where λ̄k , [ν̄k, τ̄k, αk]

T is a vector of

three parameters corresponding to Rk. Since the observed signal, ȳ, in (2.4) is the

incomplete data set in the case of AF relaying, we define the complete or hidden

data set as z̄ ,
[
z̄T1 , · · · , z̄TK

]T
, where

z̄k = αk
(
Λ̄kḠkt

[s]
)
� t̄

[r]
k (τ

[rd]
k ) + nk. (2.51)

In (2.51), nk ∼ CN (0, γkσ̃
2
nILQ) (γk is defined below (2.21)) is obtained by de-

composing the overall noise vector, n , Ψ̄β + w, into K components, such that∑K
k=1 nk = n. Based on the derivation in Appendix A, the covariance matrix for

n is Σn =
(
σ2
u

∑K
k=1 |βk|2 + σ2

w

)
ILQ. Given that βk = ζkηk where ηk is the fading
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channel gain with variance σ2
ηk

, the covariance matrix for n can be modified to

be σ̃2
nILQ, where σ̃2

n , σ2
u

∑K
k=1 σ

2
ηk
ζ2
k + σ2

w. Thus, the relationship between the

complete and incomplete data sets is given by
∑K

k=1 z̄k = ȳ. For further iterative

processing, let us denote ˆ̄λ[m] ,

[(
ˆ̄λ

[m]
1

)T
, · · · ,

(
ˆ̄λ

[m]
K

)T]T
as the estimated value

of λ̄ at the mth iteration, where ˆ̄λ
[m]
k ,

[
ˆ̄ν

[m]
k , ˆ̄τ

[m]
k , α̂

[m]
k

]T
. Note that for AF relay-

ing, the rough initial estimates, ˆ̄ν
[0]
k , ˆ̄τ

[0]
k , α̂

[0]
k , are obtained by applying AP on the

proposed LS estimator in (2.49), and (2.50) with a coarse step size. The E -and

M-steps of the proposed ECM estimator at the mth iteration are derived in the

following subsections.

E-step Using the received signal, ȳ, and the current estimate ˆ̄λ[m], the expecta-

tion of the complete LLF given the parameter λ̄, N̄
(
λ̄|ˆ̄λ[m]

)
, is computed as

N̄
(
λ̄|ˆ̄λ[m]

)
, E

{
logf(z̄|λ̄)

∣∣∣ȳ, ˆ̄λ[m]
}
, (2.52)

where the probability density function of z̄ as a function of λ̄ is given by

f
(
z̄|λ̄
)

=
K∏
k=1

f
(
z̄k|λ̄k

)
=

K∏
k=1

1

(πγkσ̃2
n)LQ

exp

{
‖z̄k − αk(Λ̄kḠkt

[s])� t̄
[r]
k ‖2

γkσ̃2
n

}
.

(2.53)

where t̄
[r]
k refers to t̄

[r]
k (ˆ̄τ

[0]
k ) in Section 2.3.2. Substituting (2.53) into (2.52), we

obtain

N̄
(
λ̄|ˆ̄λ[m]

)
= E3 −

K∑
k=1

1

γkσ̃2
n

∥∥∥ˆ̄z
[m]
k − αk

(
Λ̄kḠkt

[s]
)
� t̄

[r]
k

∥∥∥2

, (2.54)

where E3 = −LQ∑K
k=1 log(πγkσ̃

2
n) is a constant independent of λ̄. Given that z̄k

and ȳ are jointly Gaussian distributed, ∀ k, we have

ˆ̄z
[m]
k , E

{
z̄k|ȳ, ˆ̄λ[m]

}
= α̂

[m]
k

(
ˆ̄Λ

[m]
k

ˆ̄G
[m]
k t[s]

)
� t̄

[r]
k + γk

(
ȳ −

K∑
k=1

α̂
[m]
k

(
ˆ̄Λ

[m]
k

ˆ̄G
[m]
k t[s]

)
� t̄

[r]
k

)
, (2.55)

where ˆ̄Λ
[m]
k , Λ̄k|ν̄k=ˆ̄ν

[m]
k

and ˆ̄G
[m]
k , Ḡk|τ̄k=ˆ̄τ

[m]
k

.
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M-step The updated value of λ̄, ˆ̄λ[m+1], is determined as

ˆ̄λ[m+1] = arg max
λ̄

N̄
(
λ̄|ˆ̄λ[m]

)
= arg min

λ̄

K∑
k=1

∥∥∥ˆ̄z
[m]
k − αk

(
Λ̄kḠkt

[s]
)
� t̄

[r]
k

∥∥∥2

. (2.56)

From (2.56) it can be straightforwardly observed that the updating process of λ̄

can be decoupled into K updating processes of λ̄k for k = {1, · · · , K}. Thus, the

update equation to determine ˆ̄λ
[m+1]
k is given by

ˆ̄λ
[m+1]
k = arg min

λ̄k

∥∥∥ˆ̄z
[m]
k − αk

(
Λ̄kḠkt

[s]
)
� t̄

[r]
k

∥∥∥2

. (2.57)

Similar to DF relaying, the proposed ECM estimator for AF relaying minimizes (2.57)

in three steps. Following the same steps as in Section 2.3.1.2, the updated value of

ν̄k, ˆ̄ν
[m+1]
k , is obtained as

ˆ̄ν
[m+1]
k = ˆ̄ν

[m]
k −

∑LQ−1
i=0

(
2πi
Q

)
=
{(

ˆ̄z
[m]
k (i)

)∗
α̂

[m]
k ej2πiˆ̄ν

[m]
k /Qt̄

[r]
k (i)b̄i

(
ˆ̄τ

[m]
k

)}
∑LQ−1

i=0

(
2πi
Q

)2

<
{(

ˆ̄z
[m]
k (i)

)∗
α̂

[m]
k ej2πiˆ̄ν

[m]
k /Qt̄

[r]
k (i)b̄i

(
ˆ̄τ

[m]
k

)} ,
(2.58)

where b̄i(τ̄k) =
∑Lg

`=−Lg t
[s](` + bi/Qc) g(mod(i/Q)Ts − `T − τ̄kT ). Similarly the

updated value of τ̄k, ˆ̄τ
[m+1]
k , is obtained as

ˆ̄τ
[m+1]
k = ˆ̄τ

[m]
k −

∑LQ−1
i=0 <

{(
ˆ̄z

[m]
k (i)

)∗
α̂

[m]
k ej2πiˆ̄ν

[m+1]
k /Qt̄

[r]
k (i)b̄′i

(
ˆ̄τ

[m]
k

)}
∑LQ−1

i=0 <
{(

ˆ̄z
[m]
k (i)

)∗
α̂

[m]
k ej2πiˆ̄ν

[m+1]
k /Qt̄

[r]
k (i)b̄′′i

(
ˆ̄τ

[m]
k

)} , (2.59)

where b̄′i(τ̄k) and b̄′′i (τ̄k) can be obtained using (2.35), by replacing the sequence t
[r]
k

with t[s]. Finally, the updated value of αk, α̂
[m+1]
k is given by

α̂
[m+1]
k =

1∑LQ−1
i=0 |b̄i(ˆ̄τ

[m+1]
k )|2|t̄[r]k (i)|2

LQ−1∑
i=0

ˆ̄z
[m]
k (i)

(
t̄
[r]
k (i)

)∗ (
b̄i(ˆ̄τ

[m+1]
k )

)∗
ej2πiˆ̄ν

[m+1]
k /Q

. (2.60)

The tabular form of the proposed ECM estimator for AF relaying can be obtained

by modifying the initialization in Table 2.1 using (2.49) and (2.50) and by replacing

ẑ
[m]
k , ν̂

[m+1]
k , τ̂

[m+1]
k , and η̂

[m+1]
k in Table 2.1 by their counterparts, ˆ̄z

[m]
k , ˆ̄ν

[m+1]
k , ˆ̄τ

[m+1]
k ,

and α̂
[m+1]
k , given in (2.55), (2.58), (2.59), and (2.60), respectively. By reapplying

the above process, for k = {1, · · · , K}, the estimates of the system parameters for

all relays can be determined at D. Similar to the DF case, the iterative process is
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terminated when the difference between the LLF of two iterations is smaller than

χ.

2.3.2.3 SAGE Estimator for AF Relaying

The parameter λ̄ is divided into K groups of λ̄k and the hidden data set, x̄k, for

λ̄k is defined as

x̄k = αk
(
Λ̄kḠkt

[s]
)
� t̄

[r]
k + n. (2.61)

E-step While setting λ̄` = ˆ̄λ
[m]
` , ∀` 6= k, the expectation of the LLF of x̄k, given

λ̄k, N̄
(
λ̄k|ˆ̄λ[m]

)
, is determined as

N̄
(
λ̄k|ˆ̄λ[m]

)
, E

{
logf

(
x̄k
∣∣λ̄k, {ˆ̄λ[m]

` }`6=k
) ∣∣∣ ȳ, ˆ̄λ[m]

}
. (2.62)

where

f
(
x̄k
∣∣λ̄k, {ˆ̄λ[m]

` } 6̀=k
)

= f
(
x̄k|λ̄k

)
=

1

(πσ̃2
n)LQ

exp

{
‖x̄k − αk(Λ̄kḠkt

[s])� t̄
[r]
k ‖2

σ̃2
n

}
.

(2.63)

Substituting (2.63) into (2.62), we obtain

N̄
(
λ̄k|ˆ̄λ[m]

)
= E4 −

1

σ̃2
n

∥∥∥ˆ̄x
[m]
k − αk

(
Λ̄kḠkt

[s]
)
� t̄

[r]
k

∥∥∥2

, (2.64)

where

ˆ̄x
[m]
k , E

{
x̄k
∣∣ȳ, ˆ̄λ[m]

}
= ȳ −

K∑
`=1,` 6=k

α̂
[m]
`

(
ˆ̄Λ

[m]
`

ˆ̄G
[m]
` t[s]

)
� t̄

[r]
` , (2.65)

and E4 = −LQ log(πσ̃2
n) is a constant independent of λ̄k.

M-step The estimate of λ̄k in the (m+ 1)th iteration, ˆ̄λ
[m+1]
k , is determined as

ˆ̄λ[m+1] = arg max
λ̄k

N̄
(
λ̄k
∣∣ˆ̄λ[m]

)
= arg min

λ̄k

∥∥∥ˆ̄x
[m]
k − αk

(
Λ̄kḠkt

[s]
)
� t̄

[r]
k

∥∥∥2

. (2.66)

For the proposed SAGE algorithm, by replacing ˆ̄z
[m]
k (i) with ˆ̄x

[m]
k (i), Eqs. (2.58),

(2.59), and (2.60) can be used to estimate ˆ̄ν
[m+1]
k , ˆ̄τ

[m+1]
k , and α̂

[m+1]
k , respectively.

The tabular form of the proposed SAGE estimator for AF relaying can be obtained
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by modifying the initialization in Table 2.2, using (2.49) and (2.50), and by replac-

ing x̂
[m]
k , ν̂

[m+1]
k , τ̂

[m+1]
k , and η̂

[m+1]
k by their counterparts, ˆ̄x

[m]
k , ˆ̄ν

[m+1]
k , ˆ̄τ

[m+1]
k , and

α̂
[m+1]
k , given in (2.65), (2.58), (2.59), and (2.60), respectively.6

2.3.3 Complexity Analysis of the Proposed Estimators

Throughout this chapter, computational complexity is defined as the number of

additions plus multiplications. In this subsection the computational complexity

of ML estimation in [40] and the proposed ECM and SAGE algorithms for DF

relaying are analyzed. In order to avoid repetition, the case of AF relaying has

been omitted, since in the AF scenario the computational complexity of the pro-

posed estimators can be determined by using the number of iterations required by

each algorithm and by adding the additional multiplications required due to the

factor t̄
[r]
k (i) in (2.58), (2.59), and (2.60). The computational complexity of the ML

algorithm, denoted by CML is calculated as

CML = 2K2LQ+K3 +KLQ︸ ︷︷ ︸
ν , τ in (2.20)

+ (N 2K/κ)
[
(2K2 + 1)LQ+ (1 +K)(LQ)2 +K3

]︸ ︷︷ ︸
η in (2.20)

,

(2.67)

where N denotes the number of alternating projection cycles used [45], and κ

denotes the step size in the ML search in (2.20). The computational complexity of

the proposed ECM algorithm, denoted by CECM is calculated as

CECM = CI +Kς[12LQ+ 4LgLQ+ 2︸ ︷︷ ︸
(2.32)

+ 10LQ+ 8LgLQ+ 2︸ ︷︷ ︸
(2.38)

+ 6LQ+ 4LgLQ+ 1︸ ︷︷ ︸
(2.40)

+ (K + 2)LQ+ (K + 1)L2Q+ (K + 1)(LQ)2 + 1︸ ︷︷ ︸
(2.25)

+ 2Q(2Lg + 1) + 2︸ ︷︷ ︸
(2.36)

],

(2.68)

where CI is the computational cost associated with determining the initial rough

estimates given by CI = CML|κ=µ, µ is the coarse step size used to calculate the

initial estimates for the proposed ECM algorithm, and ς denotes the average total

number of iterations required. The value of ς for the ECM and SAGE algorithms

have been determined through numerical simulations in Section 2.5 as illustrated

in Fig. 2.10, e.g., in the case of DF relaying ς = 29 and 16 for ECM and SAGE

algorithms, respectively, with SNR = 15 and K = 2 relays. Similarly, the computa-

6Note that Remark 2.4 above Section 2.3.2 also holds for AF relaying.
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Table 2.3: CPU processing time for ML, ECM and SAGE with 4 Relays DF system
at SNR = 20 dB using Intel Core 2 Quad 2.66 GHz processor.

Implemented Algorithm CPU Processing Time (minutes)

ML [20] 179.725
ECM 0.2698
SAGE 0.1945

tional complexity of the proposed SAGE algorithm, denoted by CSAGE, is calculated

as

CSAGE = CI +Kς[12LQ+ 4LgLQ+ 2︸ ︷︷ ︸
ν̂

[m+1]
k in Table 2.2

+ 10LQ+ 8LgLQ+ 2︸ ︷︷ ︸
τ̂

[m+1]
k in Table 2.2

+ 6LQ+ 4LgLQ+ 1︸ ︷︷ ︸
η̂

[m+1]
k in Table 2.2

+KLQ+ (K − 1)L2Q+ (K − 1)(LQ)2︸ ︷︷ ︸
(2.46)

+ 2Q(2Lg + 1) + 2︸ ︷︷ ︸
(2.36)

]. (2.69)

Based on (2.67), (2.68) and (2.69), the following remarks are in order:

Remark 2.5 In order to reach the CRLB for the estimation of MCFOs, MTOs,

and channel gains (See Fig. 2.6 and 2.7 in Section 2.5), the step size, κ for the ML

in [40] and the proposed LS estimator needs to be very small, e.g., κ = 10−5. This in

turn significantly increases the computational complexity of these estimators given

that the maximizations in (2.20) and (2.50) for DF and AF relaying, respectively,

need to be carried out over a significantly larger set of possible values. However, a

step size of say, µ = 10−2, suffices to obtain rough initial estimates for the proposed

ECM and SAGE algorithms.

Remark 2.6 In order to quantitatively compare the computational complexity of

the ML in [40] and the proposed ECM and SAGE estimators for DF relaying, we

have evaluated CML, CECM, and CSAGE in (2.67), (2.68) and (2.69), respectively,

for K = 4 relays at an SNR of 20 dB. It is observed that even by considering

the complexity associated to the initialization step of the proposed ECM and SAGE

estimators, these schemes are 772 and 946 times more computationally efficient

than the ML estimator in [40] carried out using AP, respectively. The computa-

tional complexity of the proposed algorithms is also evaluated using CPU execution

time [115]. For the case of DF relaying networks, Table 2.3 depicts the execution

times for the ML estimator in [40], and for the proposed ECM and SAGE estima-

tors with SNR = 20 dB and K = 4 relays when an Intel Core 2 Quad 2.66 GHz

processor processor with 4 GB byte of RAM is used. It can be observed from Table
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2.3 that compared to the ML estimator in [40] the proposed ECM and SAGE esti-

mators are capable of estimating the overall network’s synchronization parameters

and channel gains approximately 666 and 924 times more quickly.

Remark 2.7 The proposed ECM and SAGE algorithms need to apply the ML and

LS estimators for initialization once only at system start-up. Afterwards, the es-

timates of previously transmitted frames may be used to update the new estimates

since the timing and carrier frequency offsets do not rapidly change from frame

to frame. This is due to the fact that the oscillator properties are mainly affected

by temperature and other physical phenomena that do not rapidly fluctuate with

time [116]. The CPU processing times shown in Table 2.3 for the proposed algo-

rithms represent the worst case time required only for the first frame at system

startup only. Later, ECM or SAGE algorithm can be initialized with the previous

estimates and can quickly converge to the new estimates.

2.4 ML Decoding

In order to decode the received signal at D in the presence of multiple impairments,

an ML decoder for both DF and AF multi-relay cooperative systems is proposed.

2.4.1 Decoding in DF-Relaying Networks

During the DTP, the decoder at D evaluates the metric, dp(i), according to7

dp(i) =
K∑
k=1

η̂ke
j2πiν̂k/Q

Dg∑
`=−Dg

cp(`, i)g(bi/QcTs − `T − τ̂kT ), p = 1, · · · ,MDg+1

(2.70)

where cp(i) , [cp(−Dg, i), · · · , cp(Dg, i)]
T = [ŝ(bi/Qc−Dg), · · · , ŝ(bi/Qc−1), ap(0),

· · · , ap(Dg)]
T is a (2Dg + 1) × 1 vector and Dg is a constant pulse shaping filter

lag during the DTP. Note that ap , [ap(0), · · · , ap(Dg)]
T is a (Dg + 1) × 1 vector

of the pth permutation of the M symbols within the constellation. Next, the error

between the metric, dp(i), and the received signal, y(i) at D is determined as

ep(i) = |y(i)− dp(i)|2, p = 1, · · · ,MDg+1. (2.71)

Thereafter, the summation of the errors, ep(i), in (2.71) that correspond to the nth

symbol, εp(n), is given by

7Subscript p refers to the pth permutation, for p = 1, · · · ,MDg+1.
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Table 2.4: The proposed ML decoder for DF relaying
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Initialization
Obtain ν̂

[0]
k , τ̂

[0]
k , and η̂

[0]
k for k = 1, . . . ,K using alternating

projection and (20) with coarser step size i.e., 0.01
ECM for DF systems
for m = 0, 1, . . .

for k = 1, 2, . . . ,K
ẑ

[m]
k = η̂

[m]
k Λ̂

[m]
k Ĝ

[m]
k t

[r]
k + γk

(
y −∑K

k=1 η̂
[m]
k Λ̂

[m]
k Ĝ

[m]
k t

[r]
k

)

end
for k = 1, 2, . . . ,K

ν̂
[m+1]
k = ν̂

[m]
k −

∑LQ−1
i=0 ( 2πi

Q
)=
{(
ẑ
[m]
k

(i)
)∗
η̂

[m]
k

e
j2πiν̂

[m]
k

/Q
bi(τ̂

[m]
k

)
}

∑LQ−1
i=0 ( 2πi

Q
)2<
{(
ẑ
[m]
k

(i)
)∗
η̂

[m]
k

e
j2πiν̂

[m]
k

/Q
bi(τ̂

[m]
k

)
}

τ̂
[m+1]
k = τ̂

[m]
k −

∑LQ−1
i=0 <

{(
ẑ
[m]
k

(i)
)∗
η̂

[m]
k

e
j2πiν̂

[m+1]
k

/Q
b′i(τ̂

[m]
k

)
}

∑LQ−1
i=0 <

{(
ẑ
[m]
k

(i)
)∗
η̂

[m]
k

e
j2πiν̂

[m+1]
k

/Q
b′′i (τ̂

[m]
k

)
}

η̂
[m+1]
k = 1∑LQ−1

i=0 |bi(τ̂ [m+1]
k

)|2
∑LQ−1
i=0

ẑ
[m]
k

(i)
(
bi(τ̂

[m+1]
k

)
)∗

e
j2πiν̂

[m+1]
k

/Q
.

end
ν̂

[m]
k = ν̂

[m+1]
k , τ̂ [m]

k = τ̂
[m+1]
k , η̂[m]

k = η̂
[m+1]
k .

end

Initialization
Obtain ν̂

[0]
k , τ̂

[0]
k , and η̂

[0]
k for k = 1, . . . ,K using alternating

projection and (20) with coarser step size i.e., 0.01
SAGE for DF systems
for m = 0, 1, . . .

for k = 1, 2, . . . ,K
x̂

[m]
k = y −∑K

l=1,l 6=k η̂
[m]
l Λ̂

[m]
l Ĝ

[m]
l t

[r]
l

ν̂
[m+1]
k = ν̂

[m]
k −

∑LQ−1
i=0 ( 2πi

Q
)=
{(
x̂

[m]
k

(i)
)∗
η̂

[m]
k

e
j2πiν̂

[m]
k

/Q
bi(τ̂

[m]
k

)
}

∑LQ−1
i=0 ( 2πi

Q
)2<
{(
x̂

[m]
k

(i)
)∗
η̂

[m]
k

e
j2πiν̂

[m]
k

/Q
bi(τ̂

[m]
k

)
}

τ̂
[m+1]
k = τ̂

[m]
k −

∑LQ−1
i=0 <

{(
x̂

[m]
k

(i)
)∗
η̂

[m]
k

e
j2πiν̂

[m+1]
k

/Q
b′i(τ̂

[m]
k

)
}

∑LQ−1
i=0 <

{(
x̂

[m]
k

(i)
)∗
η̂

[m]
k

e
j2πiν̂

[m+1]
k

/Q
b′′i (τ̂

[m]
k

)
}

η̂
[m+1]
k = 1∑LQ−1

i=0 |bi(τ̂ [m+1]
k

)|2
∑LQ−1
i=0

x̂
[m]
k

(i)
(
bi(τ̂

[m+1]
k

)
)∗

e
j2πiν̂

[m+1]
k

/Q
.

end
ν̂

[m]
k = ν̂

[m+1]
k , τ̂ [m]

k = τ̂
[m+1]
k , η̂[m]

k = η̂
[m+1]
k .

end

Initialization
Obtain ˆ̄ν

[0]
k , ˆ̄τ

[0]
k , and α̂

[0]
k for k = 1, . . . ,K using alternating

projection, (59) and (60) with coarser step size like 0.01
ECM for AF systems
for m = 0, 1, . . .

for k = 1, 2, . . . ,K
ˆ̄z

[m]
k = α̂

[m]
k ( ˆ̄Λ

[m]
k

ˆ̄G
[m]
k t[s])� t̄

[r]
k +

γk
(
ȳ −∑K

k=1 α̂
[m]
k ( ˆ̄Λ

[m]
k

ˆ̄G
[m]
k t[s])� t̄

[r]
k

)

end
for k = 1, 2, . . . ,K
ˆ̄ν
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[m]
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Q
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ˆ̄z
[m]
k

(i)
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k
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k
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k
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k
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[m+1]
k , ˆ̄τ

[m]
k = ˆ̄τ

[m+1]
k , α̂[m]

k = α̂
[m+1]
k .

end

Initialization
Obtain ˆ̄ν

[0]
k , ˆ̄τ

[0]
k , and α̂

[0]
k for k = 1, . . . ,K using alternating

projection, (59) and (60) with coarser step size like 0.01
SAGE for AF systems
for m = 0, 1, . . .

for k = 1, 2, . . . ,K

x̂
[m]
k = ȳ −∑K

l=1,l 6=k α̂
[m]
l

ˆ̄Λ
[m]
l

ˆ̄G
[m]
l t
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l
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[m]
k −
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Q
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k

(i)
)∗
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k

e
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[m]
k

/Q
t̄
[r]
k
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[m]
k

)
}
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Q
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k

)
}
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/Q
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∑LQ−1
i=0 |b̄i(ˆ̄τ
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)|2|t̄[r]
k
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end
ˆ̄ν

[m]
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k , ˆ̄τ

[m]
k = ˆ̄τ

[m+1]
k , α̂[m]

k = α̂
[m+1]
k .

end

for i = 0, 1, . . . , LQ− 1
dp(i)=

∑K
k=1 η̂ke

j2πiν̂k/Q
∑Dg
`=−Dgcp(`, i)g(bi/QcTs−`T− τ̂kT )

ep(i) = |y(i)− dp(i)|2
if (mod( i+1

Q
) == 0)

εp =
∑Q−1
q=0 ep(i− q)

psel = arg minp εp
ŝ( i+1

Q
− 1) = apsel (0)

end
end

ML Decoder for AF systems
for i = 0, 1, . . . , LQ− 1
d̄p(i)=

∑K
k=1 α̂ke

j2πiˆ̄νk/Q
∑Dg
`=−Dgcp(`, i)g(bi/QcTs−`T− ˆ̄τkT )

ēp(i) = |y(i)− d̄p(i)|2
if (mod( i+1

Q
) == 0)

ε̄p =
∑Q−1
q=0 ēp(i− q)

psel = arg minp ε̄p
ŝ( i+1

Q
− 1) = apsel (0)

end
end

TABLE I
CPU PROCESSING TIME FOR ML,ECM AND SAGE WITH 4 RELAYS DF

SYSTEM AT SNR = 20 DB USING INTEL CORE 2 QUAD 2.66 GHZ
PROCESSOR

Implemented Algorithm CPU Processing Time (minutes)
ML [18] 179.725

ECM 0.2698
SAGE 0.1945

εp(n) =

Q−1∑
q=0

ep(nQ+ q), p = 1, · · · ,MDg+1. (2.72)

The permutation that results in the smallest error is denoted by psel, and is selected

as

psel = arg min
p
εp(n), p = 1, · · · ,MDg+1. (2.73)

Finally, using psel the nth received symbol is decoded as ŝ(n) = apsel
(0), where

apsel
(0) is the zeroth element of the vector apsel

corresponding to psel. The proposed

ML decoder for DF relaying is summarized in Table 2.4.

2.4.2 Decoding in AF-Relaying Networks

Similar to the DF case, the estimates ˆ̄τ , ˆ̄ν and α̂ are used to decode the received

signal. The decoder at D in the AF system evaluates the metric

d̄p(i) =
K∑
k=1

α̂ke
j2πiˆ̄νk/Q

Dg∑
`=−Dg

cp(`, i)g(bi/QcTs − `T − ˆ̄τkT ). (2.74)

Using the metric in (2.74) and the same steps as outlined in Section 2.4.1, the nth

source symbol, ŝ(n), can be decoded. The tabular form of the ML decoder for AF

relaying is given by replacing dp(i) with d̄p(i) in Table 2.4.

Remark 2.8 The ML decoder outlined above is derived to showcase that the es-

timates obtained during the TP using the proposed estimators can be applied to

effectively decode the received signal in multi-relay cooperative networks. Since, it

is a well-known that the complexity of ML decoding increases exponentially with
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constellation size, the design of more computationally efficient decoders for cooper-

ative networks in the presence of MCFOs, MTOs, and unknown channel gains is

addressed in Chapter 3.

2.5 Simulation Results

In this section, we present the simulation results to evaluate the performance of our

estimators. We use quadrature phase-shift keying (QPSK) modulation. Without

loss of generality, we assume σ2
u = σ2

w = 1/SNR. The propagation loss is modeled

as (d/d0)−m, where d is the distance between transmitter and receiver, d0 is the

reference distance, and m is the path loss exponent [7]. The following simulations

are based on TS length, L = 64, σ2
ρ = σ2

η = 1, d0 = 1km, and m = 2.7, which corre-

sponds to urban area cellular networks. The timing offsets at D, τ [rd] are assumed

to be uniformly distributed over the range (−0.5, 0.5). Based on the methodology

in [1,18], the timing offset estimation errors from S−R, ε
[sr]
k , is assumed to follow

a Gaussian distribution, i.e, ε
[sr]
k ∼ N (0, σ2

τ ), where σ2
τ is set to the lower bound

on the variance of timing offset estimation error in point-to-point systems [7, p.

328]. Carrier frequency offsets for DF relaying at D, ν [rd], are uniformly distributed

in the full acquisition range (−0.5, 0.5). For AF relaying, since carrier frequency

offsets from source to relays, ν [sr], are carried over to the destination, ν [sr] and ν [rd]

have the range (−0.25, 0.25) in order to limit the total frequency offset from source

to destination ν [sd] to the range (−0.5, 0.5), i.e., full acquisition. Distinct phase

shift keying training sequences are generated at S and all relays similar to [25].

d[sr] and d[rd] are used to denote the S-R and R-D distances, respectively. Finally,

the mean-square error (MSE) performance of various estimators and the bit error

rate (BER) performance of the overall multi-relay cooperative network is detailed

in the following subsections.

2.5.1 Estimator Performance

Specific channels are used for the following simulations, i.e., ρ = [.279 − .9603j,

.8837 + .4681j, −.343 + .732i, −.734 − .451i]T and η = [.7820 + .6233j, .9474 −

.3203j,−.2413+.724i, .5141−.893i]T similar to [2,12,21]. Unless otherwise specified,

K = 4 relays, Q = 2 in the TP, and d[sr] = d[rd] = 1 km are used. The remaining

parameters are set as χ = 0.001, δ = 0.0001, κ = 10−5, N = 2 and 3 for DF

and AF relaying, respectively, µ = 10−2, and Lg = 10. Finally, the MSE for the

estimation of a parameter say, frequency offset, ν, is defined as the average MSE
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Figure 2.6: MSE and CRLBs of (a) MTOs, (b) MCFOs and (c) channel coefficients
estimation as a function of SNR (dB) for DF relaying.
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Figure 2.7: MSE and CRLBs of (a) MTOs, (b) MCFOs and (c) channel coefficients
estimation as a function of SNR (dB) for AF system

over all the simulations runs, i.e., MSE(ν) =
∑104

m=1

∑K
k=1

(
ν̂

[m]
k − ν

[m]
k

)2

/104.

Figs. 2.6–2.7 (a), (b), and (c) show the CRLB and the MSE for the estimation

of MTOs, MCFOs, and channel gains for DF and AF relaying, respectively. It is

shown that the MSEs of the ML and proposed LS estimators for both DF and AF

relaying are close to their CRLBs at mid-to-high SNRs. In comparison, the pro-

posed ECM and SAGE estimators are close to the CRLB at mid-SNR values but

exhibit some small performance degradation with respect to the CRLB when esti-

mating MCFOs, MTOs, and channel gains at high SNR. In addition, Figs. 2.6(a)

and 2.7(a) indicate that while estimating MTOs at high SNR, the MSEs of the

proposed ECM and SAGE estimators exhibit an error floor. This error floor is

caused by the Taylor series approximations in Eqs. (2.30) and (2.34) as well as the

approximation in Eq. (2.36), which are used to linearize the LLF under consid-

eration. However, as shown in Section 2.3.3, compared to the ML and proposed

LS schemes, the proposed ECM and SAGE estimators significantly reduce the

computational complexity associated with estimating impairments in cooperative

networks. Moreover, at low SNR for AF relaying, the proposed LS, ECM, and

SAGE estimators demonstrate poor performance due to the considerable timing
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Figure 2.8: MSE of the frequency offset estimation vs. initialization of SAGE
algorithm with different values of coarse step size, µ, in DF cooperative networks.

offset estimation error from the source to relays and the noise at the relays which

is amplified and forwarded to the destination. Finally, Figs. 2.6 and 2.7 show that

the proposed SAGE estimator outperforms the ECM algorithm for all SNR values.

Fig. 2.8 presents the impact of the initialization of the SAGE algorithm on the

estimator’s performance for different step size values, µ. It is shown that decreasing

the step size from µ = 10−2 results in diminishing returns in the frequency offset

estimation accuracy since the MSE of the proposed SAGE estimator for µ = 10−2

is already close to the CRLB. Thus, it can be concluded that for µ = 10−2 the pro-

posed SAGE estimator is initialized in the region of a local maximum, which turns

out to be the global maximum and converges to the true estimates. Consequently,

in all the simulations in this section the step size, µ = 10−2, is used to initialize the

proposed ECM and SAGE estimators8. Note that results similar to that of Fig. 2.8

are observed in the case of AF relaying cooperative networks and are omitted from

this chapter to avoid repetition.

Fig. 2.9 compares the frequency offset estimation MSE of the proposed SAGE

estimator against the MSE of the initial estimates. This result further shows that

obtaining the frequency offsets using the proposed SAGE algorithm significantly

improves estimation accuracy. In addition, unlike the ML and LS estimators, this

8Note that the ML estimator in [40] requires an exhaustive search with very small step size
values, e.g., 10−5, to reach the CRLB as explained in Remark 2.5.
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Figure 2.9: MSE of the frequency offset estimation with coarse initialization (µ =
10−2) and fine estimation using SAGE algorithm in DF cooperative networks.

improvement in estimation accuracy is achieved without performing an exhaustive

search over a large set of possible frequency offset values with small step size values,

e.g., 10−5.

Fig. 2.10 shows the average number of iterations required by the proposed ECM

and SAGE algorithms to converge in DF-relaying networks. It can be observed

that at an SNR of 20 dB, the average number of iterations required by the SAGE

estimator is 2 and 3.4 times fewer than that of ECM algorithm for networks with

2 and 4 relays, respectively. Note that similar results are obtained for the case of

AF relaying.

Fig. 2.11 shows the CRLB for the frequency and timing offset estimation for

AF relaying when the relays are located at different physical locations: estimation

performance slightly improves by moving the relays closer to D, i.e., d[sr] = 1.3km

and d[rd] = 0.7km, due to lesser propagation loss from relays to D. However, the

performance degrades by moving the relays closer to S, i.e., d[sr] = 0.7km and

d[rd] = 1.3km, due to larger propagation loss from the relays to D. Note that the

improvement in the estimation performance is lesser, while moving the relays closer

to D, due to the additional amplification of noise at D.
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Figure 2.11: CRLB for the MCFOs and MTOs with AF relays at different locations.

2.5.2 Cooperative System Performance

The channel gains from the source to relays and from the relays to destination are

modeled as independent and identically distributed (i.i.d) complex Gaussian ran-
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Figure 2.12: (a) BER performance for a DF cooperative system with K = 2. (b)
BER performance for an AF cooperative system with K = 2.

dom variables with CN (0, 1). We use Q = 4 for the DTP and Dg = 4 in (2.70)

and (2.74) for the proposed ML decoder. Cooperative communication networks

with 2 relays are considered, where the relays are distributed throughout the net-

work. Fixed gain relaying is applied for AF relaying as shown in Section 2.1.1.1.

We assume a training sequence length of 80 symbols and a frame length of L = 450

symbols.

Figs. 2.12(a) and 2.12(b) show the BER performance with 2 relays for an un-

coded DF and AF cooperative networks for binary phase-shift keying (BPSK) and

QPSK, respectively. The results show that the BER performance of a DF relaying

cooperative network using QPSK is within 2 dB of the ideal case of perfect impair-

ment estimation when using the ML and SAGE estimator in combination with the

proposed ML decoder. However, at high SNR the BER plot corresponding to the

SAGE estimator deviates from that of the ML estimator due to the error floor of

the proposed SAGE estimator as also depicted in Fig. 2.6.

Similar results are obtained for the case of AF relaying, where the the gap

between the cases of imperfect and perfect impairment estimation for BPSK and

QPSK is in the range of 2-2.5 dB for both the proposed LS and SAGE estimators

at low-to-mid SNRs9. This gap increases at high SNR for the proposed SAGE

estimator due to the error floor of this estimator at high SNR as illustrated in

Fig. 2.7. In Fig. 2.12(a) we also plot the BER results for a cooperative system that

first employs the re-synchronization filter in [25] to compensate MTOs and then

attempts to remove MCFOs by employing the algorithm in [48]. This plot, which

is denoted by “[14] & [17] 2R” shows that such an approach fails to decode the

received signal at D since the re-synchronization filter in [25] fails to compensate

9Similar results are obtained for the proposed ECM estimator.
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MTOs in the presence of MCFOs. Subsequently, the algorithm in [48] fails to

nullify MCFOs, since the input signal is corrupted by MTOs. This corroborates

our claim that previously proposed algorithms cannot decode the received signal

in the presence of both MCFOs and MTOs. Finally, we note that in the case of

BPSK the application of the proposed SAGE estimators and ML decoders results

in an overall cooperative network BER of below 10−3 for SNRs greater than 16dB

and 24dB for the DF and AF systems, respectively.

2.6 Conclusions

In this chapter, the training and data transmission methods for both DF-and AF-

relaying multi-relay cooperative networks affected by MCFOs, MTOs, and un-

known channel gains are presented. New closed-form FIM and CRLB expressions

for the multiple parameter estimation problem are derived. The derived FIM shows

that there exists coupling between the estimation errors of MCFOs, MTOs, and

channel gains, which establishes that these parameters must be jointly estimated at

the destination. In order to reduce overhead and complexity, two iterative estima-

tors based on the ECM and SAGE algorithms are derived and their performance

is compared against the CRLBs. Though global convergence of the proposed ECM

and SAGE algorithm cannot be shown analytically, numerical simulations indicate

that through proper initialization using an LS estimator the proposed estimators

can obtain MCFOs, MTOs, and unknown channel gains jointly at the destination.

In addition, it is established through computational complexity analyses that at

SNR of 20 dB for a 4-relay cooperative network, the proposed ECM and SAGE

estimators are each over two orders of magnitude more computationally efficient

than the previously proposed ML estimator in [40]. Next, an ML approach is pro-

posed to decode the received signal at the destination for both DF and AF systems.

Simulation results show that the combination of proposed estimators and ML de-

coder result in BER performance that is within 2-2.5 dB of that of a perfectly

synchronized cooperative system.





Chapter 3

Data-Aided Synchronization in

STBC based AF Systems

This chapter seeks to investigate the application of distributed space time block

codes (DSTBCs) in AF cooperative communication systems in order to achieve full

order diversity in the presence of the channel and synchronization impairments.

In Chapter 2, we addressed the problem of timing and carrier synchronization

in AF and DF cooperative networks. However, the transceiver designs and the

estimation algorithms proposed in Chapter 2 cannot be applied to DSTBC-AF

cooperative networks due to the particular processing required at the relays and

destination to enable the transmission and decoding of DSTBC in AF cooperative

networks. Consequently, the AF transceiver design in Chapter 2 does not achieve

full cooperative diversity. Moreover, the main focus of Chapter 2 was on the design

of the estimation algorithms for the joint estimation of multiple impairments. The

design of computationally efficient compensation algorithms is addressed in this

chapter. Chapter 3 is organized as follows:

In Section 3.1, taking into account the multiple synchronization and channel

impairments, a new transceiver structure at the relays and a novel receiver design

at the destination in distributed space-time block code (DSTBC) based amplify-

and-forward (AF) cooperative networks are proposed. In Section 3.2, the CRLBs

for the multiple parameter estimation problem are derived. In Section 3.3, a least

squares (LS) estimator for the multi-parameter estimation problem is derived. In

order to significantly reduce the receiver complexity at the destination, a differ-

ential evolution (DE) based estimation algorithm is applied and the initialization

and constraints for the convergence of the proposed DE algorithm are investigated.

Next, the computational complexity of the proposed LS and DE based algorithms

is analyzed. In Section 3.4, novel optimal and sub-optimal minimum mean-square

55
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Figure 3.1: System model for the AF cooperative network.

error (MMSE) receiver designs at the destination node are proposed in order to

detect the signal from the multiple relays in the presence of unknown channels,

MTOs, and MCFOs. In order to reduce overhead, a low complexity version of an

MMSE compensation algorithm, denoted by L-MMSE, is proposed that can de-

tect the received signals using only the overall channel gains, MTOs, and MCFOs

estimates obtained at the destination. In Section 3.5, numerical and simulation

results that investigate the MSE and BER performances of the proposed estima-

tors and compensation algorithms, respectively, are presented. Finally, Section 3.6

concludes the chapter and summarizes its key findings.

3.1 System Model and Transceiver Design

As shown in Fig. 3.1, a half-duplex AF cooperative system with one source node,

S, K relays, R1, . . . ,RK , and a single destination node, D is considered. Each node

is equipped with a single omnidirectional antenna. The channels from the source

to the kth relay and the kth relay to the destination are denoted by hk and fk,

respectively. The index k = 1, . . . , K is used for the K relays. In Fig. 3.1, τk and νk

are used to denote timing and carrier frequency offsets, respectively. Throughout

this chapter, the following set of system design assumptions is considered:

A1. Each transmission frame from source to relays and relays to destination is

comprised of two periods: a training period (TP) followed by a data trans-

mission period (DTP). Without loss of generality, it is assumed that during

the TP, unit-amplitude phase shift keying (PSK) training signals (TSs) are

transmitted from the source to the kth relay and from the kth relay to the

destination, ∀ k. The TSs from all the relays are linearly independent. Such

TSs have also been considered previously, e.g., in [1, 2, 25].

A2. Quasi-static and frequency flat fading channels are considered, i.e., the chan-

nel gains do not change over the length of a frame but change from frame to

frame according to a complex Gaussian distribution, CN (0, σ2). The use of
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such channels is motivated by prior research in this field [1,2,12,21–25]. More-

over, the assumption of frequency flat channels can be broadened to frequency

selective channels by employing OFDM.

A3. The timing and carrier frequency offsets are modeled as unknown deterministic

parameters over the frame length, which is similar to the approach adopted

in [25], [2], and [21].

The proposed system model at the relays and destination is detailed below.

3.1.1 Proposed Transceiver Model at the Relays

The block diagram of the AF transceiver at the kth relay is shown in Fig. 3.2.

During the first time slot, the source transmits the training and data symbols to

all relays. The received signal at the kth relay, rk(t), is down converted by oscillator

frequency ωk. The received signal is oversampled by a factor N , such that T = TsN ,

where T is the symbol duration and Ts is the sampling period. L denotes the

number of training symbols during the TP and the number of data symbols during

DTP. For clarity, here, the indices n = 0, 1, . . . , L− 1 and i = 0, 1, . . . , LN − 1 are

used to denote the symbols and the Ts-spaced samples, respectively. Each relay

uses the training signal from the source node to estimate the source-to-relay carrier

timing and frequency offsets. The proposed transceiver design and signal model

corresponding to the TP and DTP are detailed in the following two subsections.

3.1.1.1 Training Model at the Relays

During the TP, the sampled received signal vector at the kth relay, rk , [rk(0), . . . , rk

(LN − 1)]T , is given by

rk = hkΛ
[sr]
k G

[sr]
k t[sr] + uk, k = 1, . . . , K (3.1)

where,
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• hk denotes the unknown channel gain from the source to the kth relay, which

changes from one frame to another frame following the distribution, hk ∼
CN (0, σ2

h),

• Λ
[sr]
k , diag

(
[ej2πν

[sr]
k (0)/N , . . . , ej2πν

[sr]
k (LN−1)/N ]

)
is a diagonal LN × LN ma-

trix, ν
[sr]
k denotes the unknown carrier frequency offset, normalized by the

symbol duration T , between the source and the kth relay,

• G
[sr]
k is the LN × L matrix of the samples of the pulse shaping filter such

that
[
G

[sr]
k

]
i,n

, grrc(iTs−nT − τ [sr]
k T ), τ

[sr]
k denotes the normalized unknown

timing offset between the source and the kth relay, grrc(t) stands for the root

raised-cosine pulse shaping function,

• t[sr] ,
[
t[sr](0), . . . , t[sr](L− 1)

]T
is the TS transmitted from source to relays,

and

• uk , [uk(0), . . . , uk(LN − 1)]T , uk(i) ∀ i, denotes the zero-mean complex

additive white Gaussian noise (AWGN) at the ith sample of the received

signal, i.e., uk(i) ∼ CN (0, σ2
uk

).

Note that the noise terms at the relays are assumed to be mutually uncorrelated,

i.e., E{uHk uk̄} = 0, for k 6= k̄.

The estimates of the timing and frequency offsets at the kth relay, τ̂
[sr]
k and

ν̂
[sr]
k , respectively, are used for matched filtering and frequency offset correction at

the kth relay, as shown in the Fig. 3.2. Standard estimation and synchronization

techniques for carrier and timing synchronization in point-to-point communication

systems, e.g., [7, 117], can be applied to obtain τ̂
[sr]
k and ν̂

[sr]
k , ∀k, and will not be

discussed here.

Let the timing and frequency offset estimation errors between the source and

the kth relay be denoted by δ
τ

[sr]
k

= τ
[sr]
k − τ̂

[sr]
k and δ

ν
[sr]
k

= ν
[sr]
k − ν̂

[sr]
k , respec-

tively. According to the results in [1], δ
τ

[sr]
k

and δ
ν

[sr]
k

are Gaussian distributed,

i.e., δ
τ

[sr]
k
∼ N (0, σ2

τ
[sr]
k

) and δ
ν

[sr]
k
∼ N (0, σ2

ν
[sr]
k

) [1], where σ2

τ
[sr]
k

and σ2

ν
[sr]
k

are tim-

ing and frequency offset estimation error variances, respectively. In this chapter,

σ2

τ
[sr]
k

and σ2

ν
[sr]
k

are set to their respective lower bounds in point-to-point systems

given in [7, Ch. 6]. Taking into account the timing and frequency offset estima-

tion errors, the vector of imperfectly synchronized received signals at the kth relay,

b
[TP]
k , [b

[TP]
k (0), . . . , b

[TP]
k (L−1)]T , as shown in Fig. 3.2, can be written as [7], [118]

b
[TP]
k = hkx

[TP]
k + nk, (3.2)
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where

• x
[TP]
k , ∆

Λ
[sr]
k

∆
G

[sr]
k

t[sr], ∆
Λ

[sr]
k

, diag

([
e
j2πδ

ν
[sr]
k

(0)
, . . . , e

j2πδ
ν
[sr]
k

(L−1)
])

is an

L × L diagonal matrix, ∆
G

[sr]
k

is an L × L matrix, such that
[
∆

G
[sr]
k

]
n,n̄

,

grc(nT−n̄T−δτ [sr]
k
T ), for n, n̄ = 0, · · · , L−1, grc(t) stands for the raised-cosine

function, which results from the convolution of grrc(t) and root raised-cosine

matched filter,

• nk , Ĝ
[sr]

k Λ̂
[sr]

k uk is the matched filtered noise, Ĝ
[sr]

k is an L×LN matrix such

that
[
Ĝ

[sr]

k

]
n,i

, grrc(nT − iTs− τ̂ [sr]
k T ), and Λ̂

[sr]

k is an LN ×LN matrix such

that Λ̂
[sr]

k , Λ
[sr]
k

∣∣∣
ν

[sr]
k =ν̂

[sr]
k

.

Subsequently, the kth relay applies its unique training signal, t
[rd]
k ,

[
t
[rd]
k (0), . . . ,

t
[rd]
k (L − 1)

]T
to the matched filtered output, b

[TP]
k , performs the pulse shaping

operation, and up converts the analog signal by the oscillator frequency ωk (see

Fig. 3.2). Note that the proposed AF transceiver in Fig. 3.2 is less complex than

a DF relaying transceiver since there is no channel estimation, equalization, and

decoding blocks after the matched filtering block.

3.1.1.2 Data Transmission Model at the Relays

During the DTP, the modulated data symbol vector, s , [s(0), s(1), . . . , s(L−1)]T ,

is transmitted from the source to the relays. The sampled received signal vec-

tor at the kth relay during the DTP is given by (3.1), where t[sr] is replaced by

the data symbol vector, s. After performing timing and frequency synchroniza-

tion, the matched filtered signal vector at the kth relay in the DTP, b
[DTP]
k ,[

b
[DTP]
k (0), . . . , b

[DTP]
k (L− 1)

]T
, is given by [7], [118]

b
[DTP]
k = hkx

[DTP]
k + nk, (3.3)

where x
[DTP]
k , ∆

Λ
[sr]
k

∆
G

[sr]
k

s and nk are defined below (3.2). During the DTP,

before forwarding its signal to the destination, each relay applies a DSTBC to the

corresponding matched filter output, performs the pulse shaping operation, and up

converts the analog signal by the oscillator frequency ωk (see Fig. 3.2).

3.1.2 Proposed Receiver Model at the Destination

The block diagram for the proposed receiver at the destination is shown in Fig. 3.3.

As described in Section 3.1.1, each relay applies its independent training and
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Figure 3.3: Proposed AF receiver design at the destination.

DSTBC. Consequently, the received signal at the destination, y(t), is a superposi-

tion of signals from the different relays. At the destination, y(t) is down converted

by the oscillator frequency ωd and then oversampled by the factor N . Furthermore,

the multiple channel gains, MTOs, and MCFOs are estimated at the receiver using

the known and linearly independent TSs transmitted from the relays. The pro-

posed receiver design and system model at the destination during the TP and the

DTP is outlined in the following two subsections.

3.1.2.1 Training Model at the Destination

During the TP, the sampled received signal vector at the destination, y[TP] ,

[y[TP](1), . . . , y[TP](LN − 1)]T , is given by

y[TP] =
K∑
k=1

ζkfkΛ
[rd]
k G

[rd]
k

(
b

[TP]
k � t

[rd]
k

)
+ w, (3.4)

where

• fk denotes the unknown channel gain from the kth relay to the destination,

which changes from frame to frame following the distribution fk ∼ CN (0, σ2
f ),

• ζk = 1/
√
σ2
h + σ2

uk
satisfies the kth relay’s power constraint,

• Λ
[rd]
k , diag

(
[ej2πν

[rd]
k (0)/N , . . . , ej2πν

[rd]
k (LN−1)/N ]

)
is an LN ×LN matrix, ν

[rd]
k

denotes the normalized unknown frequency offset from the kth relay to the

destination,

•
[
G

[rd]
k

]
i,n

, grrc(iTs − nT − τ
[rd]
k T ) is an LN × L matrix, τ

[rd]
k denotes the

normalized fractional unknown timing offset between the kth relay and des-

tination, and

• w , [w(0), . . . , w(LN − 1)]T and w(i) ∀ i, denotes the zero-mean complex

AWGN at the ith sample of the received signal, i.e., w(i) ∼ CN (0, σ2
w).
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Substituting (3.1) into (3.4), y[TP] can be written as

y[TP] =
K∑
k=1

αkΛ
[rd]
k G

[rd]
k pk +

K∑
k=1

βkΛ
[rd]
k G

[rd]
k vk + w, (3.5)

where pk , x
[TP]
k � t

[rd]
k , vk , nk � t

[rd]
k , αk , ζkfkhk and βk , ζkfk. The general

model in (3.5) can be written compactly in matrix form as

y[TP] = ΞAp + ΞBv + w. (3.6)

where

• Ξ , [Ξ1, . . . ,ΞK ] is an LN × LK matrix, Ξk , Λ
[rd]
k G

[rd]
k is the LN × L

matrix of the kth relay’s frequency offset, ν
[rd]
k , and timing offset, τ

[rd]
k ,

• A , diag(α1, . . . , αK) ⊗ IL is the LK × LK matrix of the overall channel

gains from source-to-relays-to-destination,

• B , diag(β1, . . . , βK) ⊗ IL is the LK × LK matrix of relay-to-destination

channels,

• p ,
[
pT1 , . . . ,p

T
K

]T
, and v ,

[
vT1 , . . . ,v

T
K

]T
.

Using the training received signal, y[TP], and known TSs, t[sr] and t
[rd]
k , ∀k,

the unknown parameters αk, τ
[rd]
k and ν

[rd]
k , ∀ k, can be jointly estimated at the

destination (see Section 3.3).

3.1.2.2 Data Transmission Model at the Destination

During the DTP, the sampled received signal at the destination receiver, y[DTP] ,[
y[DTP](1), . . . , y[DTP](LN − 1)

]T
, is given by

y[DTP] =
K∑
k=1

βkΛ
[rd]
k G

[rd]
k Ωkb

[DTP]
k + w, (3.7)

where Ωk is the predefined L×L STBC matrix at the kth relay. Substituting (3.3)

into (3.7), the signal model in (3.7) can be written in matrix form as

y[DTP] = ΞAΩx[DTP] + ΞBΩn + w, (3.8)
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where Ω , diag(Ω1, . . . ,ΩK), x[DTP] ,

[(
x

[DTP]
1

)T
, . . . ,

(
x

[DTP]
K

)T]T
, and n ,[

nT1 , . . . ,n
T
K

]T
. The estimates obtained during the TP are used to design matrix,

Q, which is used to compensate the effect of multiple channel gains, MTOs, and

MCFOs and enable the detection of the signals from relays at the destination (see

Section 3.4).

Note that unlike [1], the proposed processing structure at the relays in Fig. 3.2

is not based on the assumption of perfect timing and frequency offset estimation

and perfect matched filtering at the relays [105]. More importantly, the authors

in [1] did not consider the presence of MCFOs in their system.

3.2 Cramer-Rao Lower Bounds

In this section, Fisher information matrix (FIM) and CRLBs for the joint estima-

tion of multiple channel gains, MTOs, and MCFOs for AF-DSTBC cooperative

systems are derived in closed-form.

Based on the assumptions in Section 3.1, the AWGN at the relays, uk, ∀k,

and destination, w in (3.4), are mutually independent. Accordingly, the received

training signal at the destination, y[TP] in (3.6), is a circularly symmetric com-

plex Gaussian random variable, y[TP] ∼ CN
(
µy[TP] ,Σy[TP]

)
, with mean µy[TP] and

covariance matrix Σy[TP] that are given by (see Appendix B.1)

µy[TP] =
K∑
k=1

αkΞktk = ΞAt, and (3.9a)

Σy[TP] =ΞAΣpAHΞH + ΞBΣvBHΞH + Σw, (3.9b)

respectively. In (3.9), tk ,
(
t[sr] � t

[rd]
k

)
, t ,

[
tT1 , . . . , t

T
K

]T
, Σw , σ2

wILN , Σp ,

E
{

(p− t) (p− t)H
}

, Σv , E
{
nnH

}
�t[rd]

(
t[rd]
)H

, t[rd] ,

[(
t

[rd]
1

)T
, . . . ,

(
t

[rd]
K

)T]T
,

and A, B, and Ξ are defined below (3.6).

The first step in determining the FIM is to formulate the parameter vector of

interest. The destination node must estimate the MTOs and MCFOs from the

relays to the destination, τ [rd] ,
[
τ

[rd]
1 , . . . , τ

[rd]
K

]T
and ν [rd] ,

[
ν

[rd]
1 , . . . , ν

[rd]
K

]T
,

respectively, and the overall channel gains from source to relays to destination,

α , [α1, . . . , αK ]T . As a result, the parameter vector of interest, λ, is given by

λ ,
[
<{α}T ,={α}T ,

(
ν [rd]

)T
,
(
τ [rd]

)T ]T
. (3.10)
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Note that B in (3.6) does not need to be estimated since it only scales the AWGN

forwarded from the relays.

Theorem 3.1 Based on the proposed AF-DSTBC relaying scheme, the FIM for

the estimation of λ is given by

F =




2<{ΨHΣ−1

y[TP]
Ψ} −2={ΨHΣ−1

y[TP]
Ψ} −2={ΨHΣ−1

y[TP]
DΨA} 2<{ΨHΣ−1

y[TP]
ΓA}

2={ΨHΣ−1

y[TP]
Ψ} 2<{ΨHΣ−1

y[TP]
Ψ} 2<{ΨHΣ−1

y[TP]
DΨA} 2={ΨHΣ−1

y[TP]
ΓA}

2={AHΨHDΣ−1

y[TP]
Ψ} 2<{AHΨHDΣ−1

y[TP]
Ψ} 2<{AHΨHDΣ−1

y[TP]
DΨA} 2={AHΨHDΣ−1

y[TP]
ΓA}

2<{AHΓHΣ−1

y[TP]
Ψ} −2={AHΓHΣ−1

y[TP]
Ψ} −2={AHΓHΣ−1

y[TP]
DΨA} 2<{AHΓHΣ−1

y[TP]
ΓA}




+ Π,

(3.11)

where

• Ψ , [Ξ1t1, . . . ,ΞKtK ] is an LN ×K matrix,

• Γ ,

[
Λ1

(
G

[rd]
K

)′
t1, . . . ,ΛK

(
G

[rd]
K

)′
tK

]
is an LN ×K matrix,

•
(
G

[rd]
k

)′
, ∂G

[rd]
k

∂τ
[rd]
k

, ∀k, is an LN × L matrix,

• D , 2π × diag{0, 1, 2, . . . , LN − 1} is an LN × LN matrix,

• A , diag{α1, . . . , αK} is a K ×K matrix,

• Π is a 4K×4K matrix, such that [Π]m,m̄ = Tr
{

Σ−1
y[TP]Σ

′
y[TP],mΣ−1

y[TP]Σ
′
y[TP],m̄

}
for m, m̄ = 1, . . . , 4K,

• Σ′y[TP],m is an LN × LN matrix such that

Σ′
y[TP],m

,



ΞUαmΣpAHΞH+ΞAΣpUHαmΞH ,

m = 1, . . . ,K

jΞUαm−KΣpAHΞH−jΞAΣpUHαm−KΞH ,

m = K + 1, . . . , 2K

U
ν
[rd]
m−2K

AΣpAHΞH+ΞAΣpAHUH

ν
[rd]
m−2K

+U
ν
[rd]
m−2K

BΣvBHΞH+ΞBΣvBHUH

ν
[rd]
m−2K

,

m = 2K + 1, . . . , 3K

U
τ
[rd]
m−3K

AΣpAHΞH+ΞAΣpAHUH

τ
[rd]
m−3K

+U
τ
[rd]
m−3K

BΣvBHΞH+ΞBΣvBHUH

τ
[rd]
m−3K

,

m = 3K + 1, . . . , 4K

• Uαk , diag
(
0L×L(k−1), IL,0L×L(K−k)

)
is an L × LK matrix, and U

ν
[rd]
k

,[
0LN×L(k−1), jDΞk,0LN×L(K−k)

]
and U

τ
[rd]
k

,
[
0LN×L(k−1),Λ

[rd]
k

(
G

[rd]
k

)′
,

0LN×L(K−k)

]
are LN × LK matrices.
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Proof : See Appendix B.1.

Combining the real and imaginary parts of the channel, the new set of parameters,

λ̄ ,
[
αT ,

(
ν [rd]

)T
,
(
τ [rd]

)T]T
, is given by

λ̄ =

 IK jIK 0K×K 0K×K

0K×K 0K×K IK 0K×K

0K×K 0K×K 0K×K IK


︸ ︷︷ ︸

,M

λ. (3.12)

The CRLB matrix, C, for the complex-valued estimation vector, λ̄ is evaluated

as C = MF−1MH , and can be written in block matrix form as

C =

 Cα,α Cα,ν[rd] Cα,τ [rd]

Cν[rd],α Cν[rd],ν[rd] Cν[rd],τ [rd]

Cτ [rd],α Cτ [rd],ν[rd] Cτ [rd],τ [rd]

 , (3.13)

where Cα,α, Cτ [rd],τ [rd] and Cν[rd],ν[rd] are K ×K matrices and the CRLBs for the

estimation of the parameters α, τ [rd], and ν [rd], are given by the diagonal elements

of Cα,α, Cτ [rd],τ [rd] and Cν[rd],ν[rd] , respectively.

Remark 3.1 Eq. (3.11) shows that the FIM for the estimation of λ is not block di-

agonal. Thus, there exists coupling between the estimation errors of channel gains,

MTOs, and MCFOs, i.e., the estimation performance of one parameter is affected

by the presence of the remaining parameters. This shows the importance of jointly

estimating channel gains, MTOs, and MCFOs in AF-DSTBC relaying coopera-

tive systems. More importantly, this result indicates that the previously proposed

methods that assume perfect timing or frequency synchronization while estimating

MCFOs and MTOs in [2] and [1], respectively, cannot be applied to jointly estimate

and compensate these impairments in AF-DSTBC relaying cooperative networks.

This finding is also corroborated by the simulation results in Section 3.5.2, where it

is shown that application of the algorithms in [1,2] cannot achieve synchronization

in the presence of both MTOs and MCFOs in AF-DSTBC cooperative networks.

3.3 Joint Parameter Estimation at the Destina-

tion

In this section, the LS estimator for the joint estimation of multiple channel gains,

MTOs and MCFOs is derived. Subsequently, it is shown that using DE, the com-
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putational complexity for obtaining these impairments in DSTBC-AF relaying net-

works can be significantly reduced.

3.3.1 LS Estimation

Based on the signal model in (3.6), the LS estimates of the parameters, α, τ [rd], and

ν [rd], can be determined by minimizing the cost function, Jα,τ [rd],ν[rd] , according to

Jα,τ [rd],ν[rd] =
∥∥∥y[TP] −

[
Λ

[rd]
1 G

[rd]
1 , . . . ,Λ

[rd]
K G

[rd]
K

]
At
∥∥∥2

=
∥∥y[TP] −Ψα

∥∥2
. (3.14)

Given τ [rd] and ν [rd], it is straightforward to show that the LS estimate of α,

denoted by α̂, can be determined as

α̂ =
(
ΨHΨ

)−1
ΨHy[TP]. (3.15)

Substituting (3.15) in (3.14), the estimates of MTOs and MCFOs, τ̂ [rd] and ν̂ [rd],

respectively, are obtained via

τ̂ [rd], ν̂ [rd] = arg min
τ [rd],ν[rd]

−
(
y[TP]

)H
Ψ
(
ΨHΨ

)−1
ΨHy[TP]︸ ︷︷ ︸

,χ(τ [rd],ν[rd])

, (3.16)

where arg min denotes the arguments, τ [rd] and ν [rd], that minimize the expression

χ
(
τ [rd],ν [rd]

)
and y[TP], defined in (3.6), is a function of the timing and frequency

offset estimation errors from the source-to-relay link. The channel estimates, α̂,

are obtained by substituting τ̂ [rd] and ν̂ [rd] back into (3.15).

The minimization in (3.16) requires a multidimensional exhaustive search over

the discretized set of the possible timing and frequency offset values, which is

inherently very computationally complex. Furthermore, to reach the CRLB (see

Fig. 3.6 in Section 3.5), the exhaustive search in (3.16) needs to be carried out

with very high resolution1, which significantly increases the sets of possible values

for both the frequency and timing offsets, ν [rd] and τ [rd], respectively, and in turn,

further increases the complexity of the proposed LS estimator.

Note that in order to reduce the complexity associated with the exhaustive

search in (3.16), alternating projection (AP) has been used to transform the mul-

tidimensional minimization problem into a series of one-dimensional optimizations

that are carried out sequentially [108]. However, in our extensive simulations we

have observed that AP does not converge to the true estimates. This may be at-

1Step sizes of 10−2 and 10−4 for MTOs and MCFOs, respectively.
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tributed to the source-to-relay timing and frequency offset estimation errors, which

are not known at the destination and significantly affect the initialization of AP.

Therefore, in this chapter, differential evolution (DE) is employed as a compu-

tationally efficient algorithm to carry out the minimization in (3.16) [119]. The

initialization and parameterization of the proposed DE estimator are outlined be-

low.

3.3.2 Differential Evolution based Estimation

DE and genetic algorithms are considered as a subclass of evolutionary algorithms

since they attempt to evolve the solution for a problem through recombination,

mutation, and survival of the fittest. More specifically, DE is an optimization

algorithm, where a number of parameter vectors are generated and updated at

each iteration in order to reach the solution [119]. Let d, for d = 1, . . . , DI , denote

the number of iterations2. The detailed steps of the proposed DE algorithm for

carrying out the minimization in (3.16) are as follows:

Step 1 Initialization: A population comprising of DP target vectors is generated.

The first iteration’s `th target vector, θ`,1 ,
[
τ

[rd]
1,`,1, . . . , τ

[rd]
K,`,1, ν

[rd]
1,`,1, . . . , ν

[rd]
K,`,1

]T
,

for ` = 1, . . . , DP , is generated by selecting ν
[rd]
k,`,1 and τ

[rd]
k,`,1, ∀k, `, uniformly

and randomly from the set of possible values for the frequency and timing

offsets, respectively, i.e., ν
[rd]
k,`,1, τ

[rd]
k,`,1 ∼ U(−0.5, 0.5), ∀k, `. Subsequently, at

each iteration, the DP target vectors in the population are updated accord-

ing to Steps 2-4 below.

Step 2 Mutation: At the dth iteration for each individual target vector, θ`,d, three

distinct and different target vectors denoted by θr1,d, θr2,d, and θr3,d, are

randomly selected from the population. Subsequently, a mutant vector cor-

responding to the `th target vector and dth iteration,$`,d = [$1,`,d, . . . , $2K,`,d]
T ,

is created via

$`,d = θr1,d + (θr2,d − θr3,d) ·DF , (3.17)

where DF is a real positive scaling factor that controls the rate at which

the population evolves.

Step 3 Crossover : In this step, the DE employs a uniform crossover between each

target vector, θ`,d, and the mutant vector, $`,d, to create a trial vector,

2Also called “generation” in DE terminology.



3.3 Joint Parameter Estimation at the Destination 67

ϑ`,d , [ϑ1,`,d, . . . , ϑ2K,`,d]
T , such that

ϑq,`,d =

$q,`,d, ι ≤ DR

θq,`,d, otherwise
, q = 1, . . . , 2K (3.18)

where ι ∼ U(0, 1) and the crossover probability, DR ∈ [0, 1] controls the

fraction of parameter values that are copied from the mutant vector, $`,d,

to the trial vector, ϑ`,d, ∀`.

Step 4 Selection: If compared to the `th target vector, θ`,d, the `th trial vector,

ϑ`,d, results in a smaller objective function, χ, in (3.16), it replaces the

target vector in the next iteration, i.e.,

θ`,d+1 =

ϑ`,d, χ (ϑ`,d) ≤ χ (θ`,d)

θ`,d, otherwise.
(3.19)

Step 5 Stopping Criteria: There are various stopping criteria for the DE. However,

our extensive simulations show that to reach the CRLB and obtain accurate

estimates for different channel realizations, the algorithm can be terminated

if the target vector that results in the lowest objective function, χ, i.e., the

estimates of the timing and frequency offsets, remains unchanged for a

predefined number, ς, of consecutive iterations.

By executing Steps 1-5 above, the estimates of the timing and frequency offsets,

τ̂ [rd] and ν̂ [rd], respectively, can be obtained. Substituting these estimates in (3.15)

also generates the desired channel estimates.

The performance and convergence of the proposed DE algorithm to the true

estimates is highly dependent on the values of the DE parameters, e.g., the popula-

tion size DP , the scaling factor DF , the crossover probability DR, and the stopping

criteria ς. As a matter of fact, each unique optimization problem requires the DE

parameters to be initialized differently [119], where finding the appropriate values

for these parameters can be a difficult and a non-trivial task [120]. However, by ap-

plying the results in Section 3.2 and by following the general guidelines in [119,120],

we are able to determine an appropriate parameterization for the DE algorithm.

Note that DP is typically selected to be 10 times the dimension of the target

vector. Since, we are solving a 2K-dimensional minimization problem in (3.16),

we set DP = 20K. DF is generally selected between 0.5 and 1.0 and extensive

simulations in Section 3.5.1 show that DF = 0.85 results in the fastest convergence

while maintaining estimation performance close to that of the CRLB. Moreover,
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from the FIM in Section 3.2, we know that the estimation of parameters of vector,

λ, is mutually coupled. As a result, DR is set to DR = 0.9 [119]. Finally, in order

to reach the CRLB, the stopping criteria is set to ς = 80.

In DE terminology, the above procedure can be classified as “DE-rand”, since

to obtain the mutant vector, $`,d, the target vector, θr1,d in (3.17), is randomly

selected from the population. In another variant of the DE, denoted by “DE-

best”, at each iteration, the target vector that minimizes the objective function,

χ, is selected as θr1,d in (3.17). However, in our problem formulation, “DE-best”

does not always converge to the true values of the timing and frequency offsets.

Similar findings are also observed in [119], where it is shown that “DE-rand” is more

effective at reaching the global solution than “DE-best” for different optimization

problems [119, p. 154].

Remark 3.2 Even though the general conditions for global convergence of evolu-

tionary algorithms are established in [121], it cannot be analytically shown that

DE meets these conditions [122] and converges to the global solution of (3.16).

Moreover, in [121], no specific algorithm that meets these conditions is proposed.

Although in [122], a variation of DE is proposed, it is indicated in [49] that this

new approach also does not guarantee the global convergence of the DE algorithm.

Nevertheless, by appropriately selecting the DE parameters, in our extensive simu-

lations, we have observed the proposed DE estimator to always converge to the true

values of the timing and frequency offsets as described in Sections IV-C and VI-A.

3.3.3 Statistical Properties of the Estimates

In order to compare the performance of the proposed estimators against the CRLB,

it needs to be shown that they are unbiased estimators. Moreover, as shown in

Section 3.4, the statistical properties of estimates can be used to design the des-

tination receiver such that it is more robust to the MTO, MCFO, and multiple

channel estimation errors. Even though it is difficult to analytically determine the

statistics of the estimates obtained using the proposed LS and DE estimators, in

this subsection we numerically show that the proposed estimators are unbiased and

their second order statistics can be accurately approximated by the CRLB derived

in Section 3.2.

Figs. 3.4(a) and 3.4(b) show the histogram of the relay-to-destination tim-

ing and frequency offset estimation errors, i.e., δτ [rd] = τ [rd] − τ̂ [rd] and δν[rd] =

ν [rd] − ν̂ [rd], for 3600 realizations, K = 2 relays, SNR = 20 dB, and τ [rd],ν [rd] ∼
U(−0.5,−0.5). It can be observed that the means of the timing and frequency
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(a) (b)

Figure 3.4: Histogram of the estimation errors of the proposed DE algorithm for
estimation of (a) MTOs and (b) MCFO, K=2.

offset estimation errors, δτ [rd] and δν[rd] , respectively, are very close to zero. As a

matter of fact, the average values of the timing and frequency offset estimates

are observed to be E {δτ [rd]} = [2.25 × 10−5,−8.85 × 10−5]T and E {δν[rd]} =

[2.49×10−5, 1.09×10−6]T . Thus, it can be empirically concluded that the proposed

DE and LS algorithms for estimation of MTOs and MCFOs are asymptotically un-

biased estimators. Subsequently, it straightforwardly follows from (3.15) that the

estimates of channel gains α are also unbiased. More importantly, the numerical

results in Figs. 3.4(a) and 3.4(b) demonstrate that the estimation errors for the tim-

ing and frequency offsets can be modeled as a multi-variate Gaussian distribution,

i.e., δτ [rd] ∼ N
(
0K×1,Cτ [rd],τ [rd]

)
, δν[rd] ∼ N

(
0K×1,Cν[rd],ν[rd]

)
, where Cτ [rd],τ [rd] ,

and Cν[rd],ν[rd] , are given in (3.13)3. More specifically, the average MSEs between

the numerically evaluated covariance matrices of δτ [rd] and δν[rd] , and the analytical

covariance matrices, Cτ [rd],τ [rd] and Cν[rd],ν[rd] , are 1.264 × 10−10 and 7.2 × 10−18,

respectively.

3.3.4 Complexity Analysis

In this subsection, the computational complexity of the LS and the DE based

estimation techniques are presented. Computational complexity is defined as the

number of additions plus multiplications [3]. In addition, comparing two values or

generating a random number is considered as a single arithmetic operation.

The computational complexity of the LS algorithm, denoted by CLS is calculated

3Similar results are obtained for the channel gains, α, i.e., the distribution of δα = α− α̂ is
given by δα ∼ CN (0K×1,Cα,α).
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as

CLS =

(
1

κτκν

)K [
2K3 + (4LN − 1)K2 + (2(LN)2 − LN)K + (LN)2 + LN − 1

]
︸ ︷︷ ︸

ν̂[rd] , τ̂ [rd] in (3.16)

+Cα,

(3.20)

where κτ and κν denote the step sizes or resolutions for timing and frequency

offsets, respectively, in the exhaustive search in (3.16) and Cα = 2K3 + (4LN −
1)K2 + (LN − 1)K is the complexity for obtaining α̂ via (3.15).

The computational complexity of the proposed DE algorithm, denoted by CDE

is calculated as

CDE = DI

{
6DPK︸ ︷︷ ︸

(3.17)

+ 4DPK︸ ︷︷ ︸
(3.18)

+DP (Cχ + 1)︸ ︷︷ ︸
(3.19)

+DP (Cχ + 1)︸ ︷︷ ︸
stopping criteria

}
+ Cα, (3.21)

where DI is the total number of iterations required for the DE to converge and

Cχ = 2K3+(4LN−1)K2+(2(LN)2−LN)K+(LN)2+LN−1 is the computational

complexity to evaluate the objective function χ in (3.16). Note that extensive

simulations demonstrate that the proposed DE algorithm on average converges to

the true estimates after approximately DI = 220 and DI = 530 iterations for K = 2

and K = 4, respectively, for a wide range of SNRs.

Remark 3.3 By evaluating CLS and CDE in (3.20) and (3.21), it is observed that

impairment estimation using the DE is 5.6×107 and 1.2×1019 times more compu-

tationally efficient compared to the proposed LS algorithm, for K = 2 and K = 4

relays, respectively. Note that this comparison is carried out by evaluating the LS

estimates using exhaustive search in (3.16) and by setting L = 80, κτ = 10−2,

κν = 10−4, DP = 20K, DR = 0.9, DF = 0.85, and DI = 220 and 530 for K = 2

and K = 4, respectively. These values are selected to ensure that both estima-

tors reach the CRLB over a wide range of SNR values. This comparison serves to

illustrate the significantly lower complexity of the proposed DE based estimator.

3.4 Compensation Algorithms at the Destination

The received signal at the destination, y[DTP] in (3.7), is the superposition of the re-

lays’ transmitted signals that are attenuated differently, are no longer aligned with

each other in time, and are experiencing phase rotations at different rates due to

the different channels, MTOs, and MCFOs, respectively. In this section, we derive
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the MMSE and the low complexity MMSE (L-MMSE) receivers to compensate the

effect of these impairments.

3.4.1 MMSE Compensation Design

The goal of the compensation algorithm is to design an L × LN matrix, Q, as

shown in Fig. 3.3, which is applied to the received signal, y[DTP], to remove the

effect of MTOs, MCFOs, and multiple channels. The MMSE compensation matrix,

Q, is given by minimizing the cost function Js below

Js = Eδα,δν[rd] ,δτ [rd] ,δτ [sr] ,δν[sr] ,u,w,s

{
‖Qy[DTP] − s‖2

}
, (3.22)

where s is defined below (3.2), and the expectation in (3.22) is taken with respect

to the statistics of the estimation errors δτ [sr] = τ [sr] − τ̂ [sr], δν[sr] = ν [sr] − ν̂ [sr],

δα = α − α̂, δτ [rd] , and δν[rd] and s, u, and w. Furthermore, to meet the power

constraints at the destination, it is assumed that Tr
{
Es

{
ssH
}}
≤ L.

Assuming that the estimators used to obtain these synchronization and channel

impairments are unbiased and asymptotically optimal, i.e., reach the CRLB for

high SNR or very large number of observation symbols, the estimation errors, δα,

δτ [sr] , δν[sr] , δτ [rd] , and δν[rd] , can be modeled by δα ∼ CN (0K×1,Cα,α), δτ [sr] ∼
N
(
0K×1,Cτ [sr],τ [sr]

)
, δν[sr] ∼ N

(
0K×1,Cν[sr],ν[sr]

)
, δτ [rd] ∼ N

(
0K×1,Cτ [rd],τ [rd]

)
, and

δν[rd] ∼ N
(
0K×1,Cν[rd],ν[rd]

)
, respectively, [18]. Note that Cα,α, Cτ [rd],τ [rd] , and

Cν[rd],ν[rd] , are given in (3.13), and Cτ [sr],τ [sr] and Cν[sr],ν[sr] can be determined from

the results in [41]. In the following, knowledge of the statistics of the estimation

errors for the channels and synchronization parameters are applied to design a

compensation algorithm at the destination receiver that is robust to imperfect

channel and synchronization parameter estimation.

Theorem 3.2 The average MSE of the recovered data with respect to the source

signal, Js, is given by

Js =Tr
{

QΞ̂RΞ̂
H

QH + QΣwQH + Φs −QΞ̂ÂΩΦx[DTP],s −ΦH
x[DTP],sΩ

HÂHΞ̂
H

QH
}

+Op
(
σ2

τ
[sr]
k

)
+Op

(
σ2

τ
[rd]
k

)
, (3.23)

where

• Ξ̂ , Ξ
∣∣
τ [rd]=τ̂ [rd],ν[rd]=ν̂[rd] is an LN × LK matrix, Φx[DTP],s =

[
Φs, . . . ,Φs︸ ︷︷ ︸

K

]T
is an LK × L matrix, Φs = IL,
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• R = ÂΩΦx[DTP]ΩHÂH + (Cα̂,α̂ ⊗ IL)� (ΩΦx[DTP]ΩH) + BΩΣnΩHBH is an

LK × LK matrix,

• Â , diag(α̂) ⊗ IL is an LK × LK matrix, Cα̂,α̂ , Cα,α

∣∣
α=α̂

is a K × K

matrix,

• Φx[DTP] = 1K×K ⊗Φs is an LK × LK matrix,

• Σn is the LK × LK covariance matrix of the matched filtered noise at the

relays, n, with its kth L × L block diagonal matrix, [Σn](k−1)L:kL,(k−1)L:kL,

given by [Σn](k−1)L:kL,(k−1)L:kL , G[sr]
k Σuk

(
G[sr]
k

)H
, G[sr]

k , Ĝ
[sr]

k

∣∣
τ̂

[sr]
k =τ

[sr]
k

is an

L× LN matrix, and Σuk , σ2
uk

ILN , and

• Op (·) denotes the big omicron function for stochastic parameters [123].

Proof : See Appendix B.2.

Proposition 1 : Using (3.23), the MMSE compensation matrix, Q[MMSE], is given

by

Q[MMSE] = ΦH
x[DTP],sΩ

HÂHΞ̂
H
(
Ξ̂RΞ̂

H
+ Σw

)−1

, (3.24)

where R, Φx[DTP],s, Â, and Ξ̂ are defined below (3.23), and Ω and Σw are defined

below (3.8) and (3.9), respectively.

Proof : Eq. (3.24) follows from Theorem 3.1 by taking the derivative of Js in

(3.23) with respect to Q, setting the results to zero, and carrying out straightfor-

ward algebraic manipulations.

Remark 3.4 Evaluation of the MMSE compensation matrix, Q[MMSE], requires the

knowledge of the overall channel gains, α̂, relay to destination timing and frequency

offsets, τ̂ [rd] and ν̂ [rd], respectively, relay to destination channel gains β, and source

to relay timing offsets, τ [sr] , [τ̂
[sr]
1 , . . . , τ

[sr]
K ]T , at the destination. Even though, α̂,

τ̂ [rd], and ν̂ [rd] can be jointly estimated via the estimators proposed in Section 3.3

and are known at the destination, β and τ [sr] are not known at the destination.

Thus, the proposed compensation algorithm requires the relays to feed forward the

estimates of the source to relay timing offsets and the channel gains, τ̂
[sr]
k and ĥk,

respectively, to the destination. Note that using ĥk, an estimate of the relay to

destination channels, β̂k, can be obtained according to β̂k = α̂k
ĥk

.

Remark 3.5 According to the results in Appendix B.2, it can be concluded that due

to the presence of channel, timing, and frequency offset estimation errors, Q[MMSE]

is not the optimal MMSE compensation matrix at the destination. However, one
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can derive this optimal MMSE matrix by assuming perfect knowledge of channels,

timing, and frequency offsets from the source to relays and the relays to destination,

i.e., δα = δτ [rd] = δν[rd] = δτ [sr] = δν[sr] = 0K×1.

Proposition 2: Based on the assumption of perfect synchronization and channel

estimation, the optimal MMSE compensation matrix, Q[OPT], can be determined as

Q[OPT] = ΦH
x[DTP],sΩ

HAHΞH
(
ΞR[OPT]ΞH + Σw

)−1
, (3.25)

where R[OPT] = AΩΦx[DTP]ΩHAH + BΩΣnΩHBH .

Proof: By assuming δα = δτ [rd] = δν[rd] = δτ [sr] = δν[sr] = 0K×1 in (3.22) and

carrying out the steps in Appendix B.2, the result in (3.25) follows.

Even though the proposed optimal compensation approach has limited practical ap-

plications, it can be used to benchmark the performance of DSTBC-AF cooperative

networks. As a matter of fact, Q[OPT] is applied in Section 3.5.2 to determine a

lower bound on the BER performance of DSTBC-AF cooperative networks in the

presence of channel and synchronization impairments.

3.4.2 L-MMSE Compensation Design

In order to reduce the synchronization overhead, in this subsection, a low complex-

ity approach that does not require the relays to feed forward the synchronization

and channel estimates to the destination is proposed.

The compensation matrix Q[MMSE] in (3.24) is a function of the source to relay

channels and timing offsets since the matrix R defined below (3.23) is a function

of B and Σn, respectively. However, over a large number of channel realizations,

the second order channel statistics can be used to approximate the source to relay

channel gains on average. As a result, B in (3.24) can be replaced by B[L-MMSE] ≈
diag (σfζ1, . . . , σfζK)⊗IL. Moreover, the dependence on the timing offset estimates

from the source to relay can be eliminated by approximating the block diagonal

matrix Σn, defined below (3.23), with the diagonal matrix Σ[L-MMSE]
n with its kth

diagonal block given by
[
Σ[L-MMSE]

n

]
(k−1)L:kL,(k−1)L:kL

= σ2
uk

IL at high SNR. The

latter follows from the definition of Σn and extensive simulations that show that the

off-diagonal elements of Σn that are dependent on the source to relay timing offsets

vanish much more quickly compared to its diagonal elements as SNR increases.

Using the above approximations and (3.24), a low complexity compensation matrix,

Q[L-MMSE], for mitigating the effect of impairments can be found as

Q[L-MMSE] = ΦH
x[DTP],sΩ

HÂHΞ̂
H
(
Ξ̂R[L-MMSE]Ξ̂

H
+ Σw

)−1

, (3.26)



74 Data-Aided Synchronization in STBC based AF Systems

where R[L-MMSE] = ÂΩΦx[DTP]ΩHÂH + (Cα̂,α̂ ⊗ IL)� (ΩΦx[DTP]ΩH) + B[L-MMSE]Ω

Σ[L-MMSE]
n ΩH

(
B[L-MMSE]

)H
.

Simulation results in Section 3.5.2 show that the BER performance of a multi-

relay DSTBC-AF cooperative network using the proposed L-MMSE approach in

(3.26) is very close to that of the MMSE receiver in (3.24) over a wide range

of SNRs. This result indicates that the approximations used to arrive at (3.26)

hold for practical scenarios of interest. Thus, the proposed L-MMSE approach can

be effectively applied to compensate the effect of MTOs, MCFOs, and channels

in DSTBC-AF cooperative networks, while significantly reducing synchronization

overhead.

3.5 Simulation Results

In this section, we investigate the receiver performance at the destination, where

multiple channel gains, MTOs, and MCFOs are jointly estimated and compensated

in order to decode the received signal. In our simulation setup, we consider K =

2 and 4 relays in DSTBC-AF cooperative systems. Quadrature phase-shift keying

modulation is employed for data transmission. Length of the training signals, t[sr]

and t
[rd]
k , ∀k, are set to L = 80 symbols during the TP and length of the source data

vector s, is set to L = 400 symbols during the DTP, resulting in a synchronization

overhead of 16%. Oversampling factor is set to N = 2 and a root-raised cosine

filter with a roll-off factor of 0.22 is employed. At each relay, the DSTBC is

generated randomly based on an isotropic distribution on the space of L×L unitary

matrices, which is a benchmark method for generating DSTBC in AF cooperative

networks [51, 52]. The propagation loss is modeled as η = (ε/ε0)−ρ, where ε is

the distance between transmitter and receiver, ε0 is the reference distance, and ρ

is the path loss exponent [7]. We set ε0 = 1km, and ρ = 2.7, which corresponds

to an urban area cellular network [7]. The timing and frequency offsets at the

relays and the destination, τ [sr], τ [rd], ν [sr], and ν [rd] are uniformly drawn from the

full acquisition range, (−0.5, 0.5). Without loss of generality, it is assumed that

the AWGN at all relays has the same variance, i.e., σ2
u = σ2

u1
= . . . = σ2

uK
and

σ2
u = σ2

w = 1/SNR. The MSE performance of the proposed estimators and the end-

to-end BER of DSTBC-AF cooperative networks using the proposed compensation

algorithms are detailed below.
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Figure 3.5: (a) CRLB and MSE performance of the MCFOs’ estimation for DE
based algorithm with different parameter settings, as a function of SNR (dB). (b)
Number of generations (iterations) required for the convergence of DE algorithm
with different parameter settings.

3.5.1 MSE performance

Following the approach in [2,3,12,21] and for ease of reproducing the CRLBs and

MSE curves in Fig. 3.5 and Fig. 3.6, specific channels are used. For K = 2,

h = [.279− .9603j, .8837 + .4681j]T and f = [.7820 + .6233j, .9474− .3203j]T and

for K = 4, h = [.279 − .9603j, .8837 + .4681j,−.343 + .732i,−.734 − .451i]T and

f = [.7820 + .6233j, .9474− .3203j,−.2413 + .724i, .5141− .893i]T . Note that in the

next subsection, we employ random Rayleigh fading channels for analyzing the end-

to-end BER performance of the overall system. As stated in Section 3.3.4 and to

reach the CRLB, the step sizes, κτ and κν , for the exhaustive search in (3.16) for the

LS estimator are set to 10−2 and 10−4, respectively. Without loss of generality, the

CRLBs and the MSE estimation performance for the first relay node is presented

only, where similar results are observed for the other relays.

Fig. 3.5(a) shows the MSE of frequency offset estimation4 as a function of the

DE parameters: the crossover probability, DR, and the scaling factor, DF . It is

shown that the lowest MSE is achieved for DF = 0.85 and DR = 0.9. Fig. 3.5(b)

shows the number of iterations required for the convergence of the DE algorithm

for different DR and DF values. It can be seen that the DE algorithm converges

more quickly as DR increases from 0.1 to 0.9. As a matter of fact, Fig. 3.5(b)

demonstrates that the proposed DE algorithm converges with the fewest number

of iterations when DF = 0.25 and DR = 0.9. However, as shown in Fig. 3.5(a),

4Similar results can be obtained for timing offset estimation.
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Figure 3.6: CRLBs in (3.13) and MSE for the estimation of (a) channel gains, (b)
MTOs, and (c) MCFOs as a function of SNR (dB).

this fast convergence comes at the cost of MSE performance. The results in Figs.

3.5(a) and 3.5(b) demonstrate that the proposed DE algorithm provides an effective

trade-off between synchronization performance and complexity that can be used

to meet the performance requirements of cooperative communication systems. In

this scenario, faster convergence can be achieved by selecting a smaller value for

DF , e.g., DF = 0.25, while compromising estimation accuracy. In order to achieve

the best estimation accuracy, in the remainder of this section, we set DF = 0.85

and DR = 0.9.

Figs. 3.6(a), 3.6(b), and 3.6(c) show the CRLBs and the MSEs for the estimation

of channel gains, MTOs, and MCFOs for different SNRs and K = 2 and 4 relays.

Fig. 3.6 shows that the CRLBs and the MSEs for a 2-relay DSTBC-AF cooperative

network are lower compared to that of a network equipped with 4 relays. This

is because as the number of relays increases, more parameters need to be jointly

estimated at the destination and the effect of amplified and forwarded AWGN from

the relays is also more prominent at the destination. Moreover, it is demonstrated

that at low SNR (SNR < 5 dB), the proposed estimators exhibit poor performance

due to the noise at the relays, which is amplified and forwarded to the destination.

However at moderate-to-high SNRs (SNR ≥ 5 dB), Fig. 3.6 shows that the MSEs

of the proposed LS and DE estimators are close to the CRLB. Note while showing

comparable estimation accuracy, the proposed DE algorithm is significantly less

complex than the LS estimator as shown in Remark 3.3.

3.5.2 BER performance

In this subsection the BER performance of a DSTBC-AF cooperative system that

employs the proposed DE estimator and compensation algorithms is investigated.
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The channels from the source to relays and from the relays to destination are mod-

eled as independent and identically distributed complex Gaussian random variables

with CN (0, 1).

Fig. 3.7 shows the end-to-end BER performance of a 4-relay DSTBC-AF co-

operative system, using the proposed MMSE, L-MMSE, and optimal compensa-

tion algorithms in (3.24), (3.26), and (3.25), respectively. The performances of

the proposed compensation algorithms are also compared to that of the zero-

forcing (ZF) receiver, which obtains an estimate of the transmitted signal via

ŝ = (ΥHΥ)−1ΥHy[DTP], where Υ ,
∑K

k=1 α̂kΞ̂kΩk. For the MMSE, L-MMSE, and

ZF methods, the compensation matrices, Q[MMSE] in (3.24), Q[L-MMSE] in (3.26),

and Υ defined above are evaluated using the estimated values, α̂, τ̂ [rd], and ν̂ [rd],

obtained in the training period using the DE algorithm5 while the optimal compen-

sation matrix Q[OPT] in (3.25) is evaluated based on perfect knowledge of channels

and synchronization parameters. Fig. 3.7 shows that both the proposed MMSE

and L-MMSE receivers outperform the ZF receiver with a performance gain of 2 dB

or more at moderate-to-high SNRs. Furthermore, Fig. 3.7 shows that the BER of

a DSTBC-AF cooperative system based on the estimated impairments is close that

of the ideal scenario with perfect knowledge of impairments and optimal compen-

sation (a gap of 4-5 dBs). This result demonstrates the robustness of the proposed

transceiver designs to the estimation errors. Finally, Fig. 3.7 demonstrates that

even though the proposed L-MMSE receiver does not require relays to feed forward

the source to relay parameter estimates to the destination, its BER is very close

to that of the MMSE receiver with a performance gap of only 0.1-0.3 dB.

Fig. 3.8 depicts the BER results for a cooperative system that first employs the

re-synchronization filter in [1] to compensate MTOs and then attempts to remove

MCFOs by employing the algorithm in [2]. This plot, which is labeled as “ [1]

& [2]”, shows that such an approach fails to equalize the effect of impairments at

the destination since the re-synchronization filter in [1] fails to compensate MTOs in

the presence of MCFOs. Subsequently, the algorithm in [2] fails to nullify MCFOs,

since the input signal is corrupted by MTOs. In addition, even though Fig. 3.8

illustrates the BER performance of a cooperative system applying the transceiver

design in Chapter 2 for 2 and 4 relays, it is important to consider that the proposed

DSTBC-AF transceiver design in this chapter and the scheme in Chapter 2 vastly

differ. In Chapter 2, a less complex AF transceiver design is used that does not

allow for the application of DSTBCs, and as a result, sacrifices spatial diversity to

achieve lower complexity. On the other hand, as shown in Fig. 3.8, the DSTBC-AF

transceiver design proposed in this paper achieves full diversity gain at high SNR,

5Estimation using LS estimator results in similar BER performance as obtained using the DE
algorithm.
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while requiring additional synchronization overhead at the relays to allow for the

application of DSTBCs.

Fig. 3.8 shows that at low SNR, the proposed algorithm exhibits a higher

BER performance compared to that of [3]. This follows from the inherent relay

transceiver structure for the DSTBC-AF scheme proposed here, where the relays

need to estimate and compensate the effect of timing and frequency offsets before

applying DSTBCs and forwarding their signals to the destination. As a result, the

forwarded signals from the relays are affected by the timing and frequency offset

estimation errors that negatively affect cooperative performance at the destination

node. This effect is particularly more prominent at low SNR, where the timing and

frequency offset estimation errors at the relays have larger variances. On the other

hand, the algorithm in [3] does not apply a matched filter at each relay, cannot

apply DSTBCs, and does not require the relays to achieve carrier synchronization

before forwarding their signal to the destination. Hence, the approach in [3] is not

significantly influenced by the timing and frequency offset estimation errors at the

relays at low SNR. At high SNR, the proposed algorithm exhibits large performance

gain compared to the results in [3], e.g., at SNR = 30 dB, the BER of the proposed

algorithm is 4 × 10−6 for K = 4 relays while the BER of the algorithm in [3] is

5×10−2. Moreover, due to the application of DSTBCs in the proposed cooperative

system, the BER of a 4-relay system achieves a large diversity gain over that of

a 2-relay network while the algorithm in [3] provides little to no spatial diversity

gain as the number of relays increases.
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Fig. 3.9 plots the BER of a 2-relay cooperative network employing the pro-

posed L-MMSE receiver, where the relays are uniformly distributed in the wireless

network, i.e., ε ∼ U(0.5, 1.5) km. Fig. 3.9 compares the BER obtained from the

variable relay location setup with the BER achieved from the fixed relay location

setup, ε = 1 km. It can be observed from the figure that BER of the variable

relay location setup is close to the BER of the fixed relay setup with a performance

margin of 5 dB, at BER = 2 × 10−3. The higher BER with the variable relay

location setup is to be expected because of the large path loss encountered, when

relays get closer to the source or the destination.

3.6 Conclusions

This chapter introduced a novel DSTBC based AF relaying cooperative network

in the presence of MTOs, MCFOs, and unknown channels. New CRLBs for the

multi-parameter estimation problem are derived and LS and DE based estimators
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for joint estimation of multiple channel gains, MTOs, and MCFOs are proposed.

The convergence, parametrization, and complexity of the proposed DE algorithm

are analyzed and it is empirically shown that the proposed DE estimator is unbiased

and many orders of magnitude more computationally efficient than the proposed

LS estimator when considering 2 or 4 relay AF-DSTBC networks, respectively.

Simulation results show that the MSEs of the proposed estimators are close to the

CRLB at moderate-to-high SNRs (SNR ≥ 5dB). Finally, a novel MMSE receiver

is proposed to decode the received signal at the destination by compensating for

the effect of multiple channel gains, MTOs and MCFOs. To reduce the overhead

associated with the synchronization in AF-DSTBC networks, an L-MMSE receiver

is also proposed that does not require the relays to feed forward any estimates

to the destination. Simulations show that the BER plots of the proposed MMSE

and L-MMSE receivers are only 0.1-0.3 dB apart while showing a performance

gap of 4-5 dB from the derived optimal MMSE receiver that has access to perfect

knowledge of impairments. More importantly, these results demonstrate that the

combination of the proposed estimators and the compensation algorithms ensure

that a multi-relay AF-DSTBC cooperative network can achieve full spatial diversity

in the presence of MTOs, MCFOs, and multiple unknown channels.



Chapter 4

Training Sequence Design

This chapter seeks to focus on the design of optimal training sequences (TSs) for the

efficient estimation of MTOs and multiple channel parameters. In Chapter 2 and

Chapter 3, our focus was on the design of estimation and compensation algorithms

for the joint estimation of multiple impairments in DA cooperative communication

systems. However, considering DA or training-based transmission, the design of

optimal training sequences for efficient estimation of multiple impairments is also

critical. In Chapter 3 and Chapter 4, we arbitrarily used unit amplitude phase

shift keying (PSK) training signals. In this chapter, we will consider the design

guidelines to develop optimal training sequences for efficient and joint estimation

of MTOs and multiple channel parameters. Chapter 4 is organized as follows:

Section 4.1 outlines the system model and the general set of assumptions. In

Section 4.2, a new hybrid Cramér-Rao lower bound (HCRB) for the joint estima-

tion of MTOs and channels is derived. Next, in order to show that the proposed

TS design guidelines also improve estimation accuracy, the conditional Cramér-Rao

lower bound (ECRB), which is a tighter lower bound on the estimation accuracy of

the parameters of interest at high signal-to-noise ratios, is also derived. In Section

4.3, by minimizing the derived HCRB as a function of training sequences, three

TS design guidelines for designing optimal TSs are proposed. Next, according to

these guidelines, two training sequences are proposed. In Section 4.4, the MAP

estimator for the joint estimation of MTOs and channels is derived. In Section

4.5, simulation results are presented. Numerical results show that the proposed

training sequence design guidelines not only lower the HCRB, but they also lower

the ECRB and the mean-square error of the proposed maximum a posteriori es-

timator. Moreover, extensive simulations demonstrate that the application of the

proposed training sequences significantly lowers the bit-error rate performance of

the multi-relay cooperative networks when compared to training sequences that

81
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violate the proposed design guidelines. Finally, Section 4.6 concludes the paper’s

findings.

4.1 System Model

We consider a communication system where multiple nodes communicate with a

single destination node. Multi-relay cooperative or multi-user distributed networks

are examples of the system model under consideration. All nodes are assumed to be

equipped with a single antenna. In addition to being affected by multiple channel

parameters, the received signal is affected by MTOs due to the random propagation

delays at each node.

Signal transmission consists of a training period and a data transmission period.

In the training period, the estimates of MTOs and channel parameters are obtained

by employing different TSs of length L that are transmitted from the K distributed

nodes. In the data transmission period, the estimates obtained during the training

period are used at the receiver to detect the signals from multiple nodes. In order

to improve the overall end-to-end system performance in the data transmission

period, the goal of this paper is to design optimal TSs in the training period to

efficiently estimate MTOs and channel parameters. Throughout this paper, the

following set of assumptions and system design parameters are considered:

A1. Quasi-static and frequency-flat fading channels are considered, i.e., the channel

parameters do not change over the length of a frame but they change from

frame to frame. The assumption of frequency-flat channels can be broadened

to frequency-selective channels by employing orthogonal frequency division

multiple access. Moreover, the use of such channels is motivated by prior

research in this field [1, 3, 25, 94,124,125].

A2. Over a frame, the timing offsets are modeled as deterministic but unknown

parameters [1, 3, 25].

A3. The effect of CFO on the received signal is not considered, since the topic of TS

design for MCFO estimation has been extensively addressed in the literature,

e.g., see [101] and references therein.

The sampled baseband received signal, y , [y(0), . . . , y(QL − 1)]T , at the re-

ceiver, prior to matched filtering, is given by

y = Ψh + w, (4.1)
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where:

• T denotes the symbol duration, Ts = T/Q is the sampling interval, Q is the

oversampling factor,

• Ψ , [ξ1, . . . , ξK ] is a QL × K matrix, ξk , Gktk is a QL × 1 vector for

k = 1, . . . , K,

• Gk , [g0(τk), . . . ,gL−1(τk)] is a QL × L matrix of the samples of the pulse

shaping filter such that gn(τk) , [g(−nT +τkT ), . . . , g(−nT + iTs+τkT ), . . . ,

g(−nT +(QL−1)Ts+τkT )]T , for n = 0, . . . , L−1, tk = [tk(0), . . . , tk(L−1)]T

denotes the kth node’s TS, τk ∈ (−0.5, 0.5) is the fractional unknown timing

offset between the kth node and the receiver that is normalized by T ,

• h , [h1, . . . , hK ]T is the channel vector, hk denotes the unknown channel gain

from the kth node to the receiver that changes from frame to frame according

to hk ∼ CN (0, σ2
h), and

• w , [w(0), . . . , w(QL−1)]T and w(i), for i = 0, . . . , QL−1, denotes the zero-

mean complex additive white Gaussian noise (AWGN) at the ith sample of

the received signal, i.e., w(i) ∼ CN (0, σ2
w).

Since the root-raise cosine (RRC) waveform is widely applied in communication

systems, in this paper, it is used for the pulse shaping filter, g(t) [1,3,25]. Further-

more, it is assumed that a coarse synchronizer is first applied and signals from the

different nodes are within the same symbol period, i.e., the difference between the

timing offsets of any two nodes is given by |τk − τk̄| < 1, for k, k̄ = 1, . . . , K and

k 6= k̄. Most communication systems use such coarse synchronizers before apply-

ing a fine synchronization algorithm to estimate the timing offsets within a symbol

period [7,25,26]. For clarity, the indices n, n̄ = 0, 1, . . . , L− 1, i = 0, 1, . . . , LQ− 1,

and k, k̄ = 1, . . . , K are reserved to denote symbols, Ts-spaced samples, and the

nodes, respectively.

4.2 Estimation Lower Bounds

In this section, closed-form expressions for the HCRB for the joint estimation of

deterministic MTOs and random channels are derived. Next, to find a tighter lower

bound on the variance of the estimation error for these parameters, the ECRB is

obtained.
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4.2.1 Hybrid Cramér-Rao Lower Bounds

The HCRB is a lower bound on the joint estimation of the random and deterministic

parameters and unlike the CRB is not a function of the random parameters [19,126].

In this context, the derived HCRB does not depend on the particular channels.

Thus, by minimizing the HCRB the design guidelines obtained here are general and

are applicable to all random realizations of the Rayleigh fading channel coefficients.

In the following analysis, we make no specific assumption on the distribution of

the timing offsets. For example, depending on the receiver design, the timing

offsets can take on either uniform [25] or normal distributions [92], respectively.

To ensure generality, we assume timing offsets to be deterministic and unknown

parameters that can assume any value within the symbol period. Even though

due to this assumption the resulting HCRB is a function of timing offsets, it is

numerically shown later that this bound does not vary for different timing offset

values. Furthermore, it is also numerically shown in [72] that optimality of TSs is

independent of the timing offset values. Hence, the TS design guidelines obtained

in the later sections are applicable to the whole range of timing offsets.

The first step in determining the HCRB is to formulate the parameter vector

of interest, θ , [θTr ,θ
T
d ]T , which is given by

θ , [<{h}T ,={h}T , τ T ]T , (4.2)

where θr , [<{h}T ,={h}T ]T is the random vector of channel parameters and

θd , τ , [τ1, . . . , τK ]T is the deterministic vector of MTOs. Note that according

to the assumption in Section 4.1, the complex channel vector is distributed as

h ∼ CN (0K×1, σ
2
hIK×K). In the following, the hybrid information matrix (HIM)

and the HCRB for the estimation of θ are formulated.

Theorem 4.1 The HIM for the estimation of the parameters of interest, θ, given

the observation vector, y, is a 3K × 3K matrix given by

HIM =
2

σ2
w

 <{Ψ
HΨ} −={ΨHΨ} 0K×K

={ΨHΨ} <{ΨHΨ} 0K×K

0K×K 0K×K <{U}


︸ ︷︷ ︸

=Eθr |θd [FIM]

+

[
Σ−1

θr
02K×K

0K×2K 0K×K

]
, (4.3)

where Σ−1
θr

, diag
(

2
σ2
h
, . . . , 2

σ2
h︸ ︷︷ ︸

2K

)
is the 2K×2K covariance matrix of θr , [<{h}T ,={h}T ]T ,

U , σ2
hdiag

(
δH1 δ1, . . . , δ

H
KδK

)
is a K × K diagonal matrix, δk , Rktk ∀ k, and
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Rk ,
∂Gk

∂τk
is QL× L matrix.

Proof : See Appendix C.1.

HCRB is given by the inverse of the HIM in (4.3). In order to ensure that the HIM

in (4.3) is full rank, the HCRB does not approach infinity, and the parameters of

interest can be accurately estimated, it is essential to transmit linearly independent

TSs from all the nodes. Moreover, since the off-diagonal blocks of the HIM in (4.3),

i.e., upper right 2K ×K and lower left K × 2K submatrices of HIM, are zero, the

HCRB matrix for the estimation of MTOs, HCRB(τ ), is given by

HCRB(τ ) =
σ2
w

2
diag

(
[<{U}]−1

)
=

σ2
w

2σ2
h

[
1

<{δH1 δ1}
, . . . ,

1

<{δHKδK}

]T
. (4.4)

Similarly, by using the inverse of the upper left 2K × 2K submatrix of the HIM,

the HCRB for the estimation of the combined real and imaginary parts of the

channel vector is given by

HCRB(h) = diag

J

[
2

σ2
w

[
<{ΨHΨ} −={ΨHΨ}
={ΨHΨ} <{ΨHΨ}

]
+ Σ−1

θr

]−1

JH



=
σ2
w

2
diag

J

[
<{ΨHΨ}+ σ2

w

σ2
h
IK×K −={ΨHΨ}

={ΨHΨ} <{ΨHΨ}+ σ2
w

σ2
h
IK×K

]−1

︸ ︷︷ ︸
,Γ

JH

 ,

(4.5)

where J = [IK×K jIK×K ] is K × 2K matrix used to obtain the HCRB of h from

the HCRB of θr [19].

4.2.2 Conditional Cramér-Rao Lower Bounds

The HCRB derived in Section 4.2.1 may not be a tight lower bound on the esti-

mation error variance of an estimator since the Fisher’s information matrix, FIM,

in (C.3), depends on θ [19, page 7]. Thus, in this section, the ECRB, which is a

tighter lower bound is derived. Following [19, page 6], ECRB is given by

ECRB = Eθr

[
FIM−1

]
, (4.6)

In (4.6), the expectation is taken with respect to the priori distribution of θr,

p(θr) =
exp{−hHΣ−1

h h}
(π)K det(Σh)

and Σh , diag
(
σ2
h, . . . , σ

2
h︸ ︷︷ ︸

K

)
is the covariance matrix of
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h. Using the closed-form results for the inverse of the Fisher’s information matrix,

FIM−1, given in [25], the ECRB for joint estimation of MTOs and multiple channel

gains can be determined as

ECRLB(τ ) =
σ2
w

2
Eθ

[(
<
{
DH∆H

(
ILQ −Ψ(ΨHΨ)−1ΨH

)
∆D

})−1
]
, (4.7a)

ECRLB(h) =
σ2
w

2
Eθ

[
2(ΨHΨ)−1 + (ΨHΨ)−1ΨH∆D(

<
{
DH∆H

(
ILQ −Ψ(ΨHΨ)−1ΨH

)
∆D

})−1
DH∆HΨ(ΨHΨ)−1

]
,

(4.7b)

where D , diag(h1, . . . , hK) is a K×K diagonal matrix and ∆ , ∂Ψ
∂τ

, [δ1, . . . , δK ]

is a QL×K matrix. It is not mathematically tractable to find closed-form expres-

sions for ECRB(τ ) and ECRB(h) in (4.7). Therefore, in this paper, the expec-

tation with respect to θ in (4.7) is numerically calculated over a large number of

simulated realizations. Using Jensen’s inequality [19] and the fact that the ma-

trix, FIM, in (C.3), depends on θ, the relation between ECRB and HCRB can be

determined as [19, page 7]

ECRB(τ ) > HCRB(τ ) and ECRB(h) > HCRB(h). (4.8)

The above relationships can also be numerically observed through simulations in

Fig. 4.1, where HCRB and ECRB for MTOs estimation are evaluated using (4.4)

and (4.7a), respectively, for different signal-to-noise-ratios (SNRs). The results in

Fig. 4.1 are obtained for K = 4 nodes, TS length L = 64, oversampling factor

Q = 2, and random TSs, i.e., tk = [exp(−jφ0), . . . , exp(−jφL−1)]T , ∀ k, and φn ∼
U(−π, π), ∀ n. Without loss of generality, only the lower bounds for the first

node are plotted for different values of the timing offsets, τ = [−0.5− 0.4, . . . , 0.5].

Moreover, the HCRB and the ECRB values are averaged over 500 trials, where for

each trial, the timing offsets for the remaining nodes are assumed to be uniformly

distributed over (−0.5, 0.5). It can be observed from Fig. 4.1 that the HCRB is a

lower bound compared to the ECRB for both SNR = 10 dB and SNR = 20 dB. This

outcome is also confirmed for the different TSs in Section 4.5. Fig. 4.1 also shows

that both the HCRB and the ECRB do not vary for different timing offset values,

which is also confirmed later for all the proposed TSs in Section 4.5. Consequently,

although the HCRB is a function of the timing offsets, the TS design guidelines

obtained by minimizing the HCRB in Section 4.3 are independent of the timing

offset values.

Recall that even though the ECRB is a tighter bound compared to the HCRB,
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Figure 4.1: HCRB and ECRB for the estimation of τ1 for the different values of τ1

with K = 4 nodes.

it cannot be derived in closed-form. Thus, analytical solutions for the optimal TSs

cannot be obtained by minimizing the ECRB. As a result, in Section 4.3, guidelines

for optimal TS design are obtained by minimizing the HCRB instead. Nevertheless,

in Section 4.5, through numerical simulations it is demonstrated that the TSs that

minimize the HCRB also minimize the ECRB and the MSE of the derived MAP

estimator.

4.3 Training Sequence Design

In this paper, the optimal TS is defined as the TS that jointly minimizes the HCRBs

of τ and h. The following subsections present criteria required for minimizing the

HCRBs of τ and h.
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Figure 4.2: Optimal solution to (4.9) for the minimization of HCRB(τ ), where
TS length L = 64 and Rk is evaluated at τk = 0.4.

4.3.1 Minimization of HCRB(τ )

To minimize HCRB(τ ) in (4.4), we have to maximize each of <{δH1 δ1}, . . . ,<{δHKδK}.
Using the definition of δk , Rktk below (4.3), for k = 1, . . . , K, the optimal TS,

tk, that minimizes the HCRB of τ , is the solution to

arg max
tk

<{tHk RT
kRktk}, s.t. tHktk ≤ L, (4.9)

where Rk , ∂Gk

∂τk
is a matrix of real numbers, since elements of matrix Gk are

samples of the real RRC waveform. Given that xHRT
kRkx = ‖Rkx‖2 ≥ 0 for

any L × 1 vector x and all eigenvalues of RT
kRk are greater than zero, RT

kRk

is a symmetric positive definite matrix and the optimization problem in (4.9) is

convex [127]. Thus, the optimal solution to (4.9) is given by

tk =
√
Lλmax

(
RT
kRk

)
, (4.10)

where λmax

(
RT
kRk

)
is the eigenvector corresponding to the maximum eigenvalue

of RT
kRk. The resulting TS is shown in Fig. 4.2 where Rk is evaluated at τk = 0.4

and TS length L = 64. It is important to note that the TS in Fig. 4.2 undergoes a
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Figure 4.3: [RT
kRk]n̄,n = rTn̄ (τk)rn(τk) for the different values of n− n̄ with τk = 0.4,

n = L/2 and L = 64.

sign change from symbol to symbol and similar TSs, as shown in Fig. 4.2, are also

obtained by evaluating (4.10) for different values of τk.

Remark 4.1 To develop more insight into the optimal solution in (4.10) and es-

tablish a more comprehensive TS design guideline that maximizes the cost func-

tion in (4.9), we numerically study the structure of the matrix Rk. Let us write

Rk in terms of its column vectors, Rk = [r0(τk), . . . , rL−1(τk)], where rn(τk) =

[r(−nT + τkT ), . . . , r(−nT + iTs + τkT ), . . . , r(−nT + (QL − 1)Ts + τkT )]T , ∀ n,

and r(t) , ∂g(t)
∂τk

. RT
kRk is an L× L matrix such that

[
RT
kRk

]
n̄,n

= rTn̄ (τk)rn(τk). (4.11)

Fig. 4.3 plots the elements of matrix RT
kRk, e.g., diagonal elements (n − n̄ = 0),

the first diagonal above (n− n̄ = 1) and below the main diagonal (n− n̄ = −1), the

second diagonal above (n− n̄ = 2) and below the main diagonal (n− n̄ = −2), and

so on for n = L/2, L = 64, and τk = 0.4. It can be observed from Fig. 4.3 that for

the matrix RT
kRk, the elements corresponding to even values of (n− n̄) are positive
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while the elements for the odd values of (n − n̄) are negative1. Similar results are

also observed ∀ n, τk. Consequently, the cost function in (4.9), <{tHk RT
kRktk}, is

maximized, when the transmitted TS alternates in sign every symbol period since

based on the structure of RT
kRk, opposite-signed TS symbols are multiplied by the

negative-valued elements of RT
kRk. Similarly, it can be concluded that for complex

TSs, the cost function, <{tHk RT
kRktk} is maximized by transmitting the TS that

exhibits a phase shift of π radians from symbol to symbol. Fig. 4.3 also shows

that the magnitude of elements RT
kRk decay as |n − n̄| increases, since the RRC

function decays with every sample.

The above analysis shows that TSs that undergo a π radian phase shift every

symbol period are consistent with the optimal solution that minimizes the HCRB for

MTO estimation. Such TSs with sign changes are also reported as optimal based

on intuition or simulation in [12,72]. However, no analytical results were included

to support these claims in [72] and [12].

In [72], it is shown that the TS in Fig. 4.2 is optimal for the estimation of a

single timing offset in point-to-point MIMO systems. In this paper, our focus is to

design optimal TSs for joint estimation of MTO and multiple channel parameters,

which will be obtained by jointly minimizing HCRB(τ ) and HCRB(h).

4.3.2 Minimization of HCRB(h)

To minimize HCRB(h) in (4.5), a closed-form expression for the matrix inverse,

Γ, in (4.5) needs to be determined. For asymptotically large values of TS length,

L,

diag(<{ΨHΨ})� diag

(
σ2
w

σ2
h

IK×K

)
, (4.12)

since for large values of L the contribution of the prior information matrix to the

HCRB is considerably smaller than Eθ [FIM] [19]. This is also numerically shown

in Fig. 4.4, where
σ2
w/σ

2
h

[ΨHΨ]1,1
is plotted versus TS length, L, for oversampling factor

Q = 2, SNR = 10 dB (σ2
w = 0.1), and σ2

h = 1. Random TSs are used similar to

those of Section 4.2.2.2

1This is also because the slope of the RRC function, r(t), changes after every time period T .
2Though results for only first node are presented, similar results are observed for the remaining

nodes.



4.3 Training Sequence Design 91

0 50 100 150
10

−4

10
−3

10
−2

L

σ
2 w
/
σ
2 h

[Ψ
H
Ψ
] 1
,1

Figure 4.4:
σ2
w/σ

2
h

[ΨHΨ]1,1
versus TS length, L, for oversampling factor Q = 2, SNR = 10

dB (σ2
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Using (4.12), (4.5) can be approximated as

H̃CRB(h) =
σ2
w

2
diag

J

[
<{ΨHΨ} −={ΨHΨ}
={ΨHΨ} <{ΨHΨ}

]−1

JH


= σ2

wdiag
(

[ΨHΨ]−1
)
, (4.13)

where H̃CRB(h) is the asymptotic HCRB for the estimation of channel, h. Ac-

cording to (4.13), minimizing H̃CRB(h) is equivalent to minimizing Tr
(
[ΨHΨ]−1

)
.

Based on the results in [18, page 65], the following lemma applies.

Lemma 4.1 For a K ×K positive definite matrix X, Tr (X−1) ≥
K∑
k=1

1

[X]k,k
, with

equality sign applying if X is diagonal.
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Figure 4.5: [GT
k̄
Gk]n̄,n = gTn̄ (τk̄)gn(τk) for different values of τk and τk̄, such that

|τk̄ − τk| < 1, n = L/2 and L = 64.

Using Lemma 4.1, for the positive definite matrix ΨHΨ, we have

Tr
(
[ΨHΨ]−1

)
≥

K∑
k=1

1

[ΨHΨ]k,k
. (4.14)

Proposition 4.1 ΨHΨ is a positive definite matrix.

Proof : See Appendix C.2.

Thus, using (4.14) and Proposition 4.1, HCRB of h can be minimized by en-

suring that the off diagonal elements of the K ×K matrix ΨHΨ, whose elements

are given by

[ΨHΨ]k̄,k = tHk̄ GT
k̄Gktk, k, k̄ = 1, . . . , K, (4.15)

are zero, i.e., ΨHΨ is a diagonal matrix. In order to minimize the off-diagonal

elements of ΨHΨ, the structure of the L × L matrix GT
k̄
Gk, which depends on

the values of the timing offsets from different nodes needs to be analyzed. Let us
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consider the diagonal elements of ΨHΨ first. Since after a symbol period T , the

RRC function decays very quickly, it is observed numerically that the matrix GT
kGk

is diagonally dominant for any value of τk. Consequently, the diagonal elements of

ΨHΨ that are given by (4.15), with k = k̄, are maximized if tHk tk = L.

The off-diagonal elements of ΨHΨ are given by (4.15), for k 6= k̄, which depend

on the structure of the matrix GT
k̄
Gk, for k 6= k̄. It is numerically observed

that GT
k̄
Gk is a tri-diagonally dominant matrix for any value of τk and τk̄ with

|τk̄−τk| < 1. This is also numerically demonstrated in Fig. 4.5, where the elements

of GT
k̄
Gk, [GT

k̄
Gk]n,n̄ = gn(τk̄)

Tgn̄(τk), are plotted for different values of |τk̄−τk| and

n− n̄. Fig. 4.5 shows that given |τk̄−τk| < 1, the diagonal elements, n− n̄ = 0, the

first diagonal elements above the main diagonal, n− n̄ = 1, and the first diagonal

elements below the main diagonal, n − n̄ = −1, of matrix GT
k̄
Gk are dominant.

Consequently, to minimize the off-diagonal elements of ΨHΨ, i.e., [ΨHΨ]k̄,k =

tH
k̄

GT
k̄
Gktk, for k 6= k̄, the following two conditions can be developed:

1. The TSs from different nodes need to be mutually orthogonal.

2. The TSs from any node should also be mutually orthogonal to +T -shifted

TSs and −T -shifted TSs from every other node to minimize effects on the first

diagonals above and below the main diagonal elements of GT
k̄
Gk, respectively.

4.3.3 Conditions for the Optimal TSs and the Proposed

Training Sequences

In summary, from Section 4.3.1 and Section 4.3.2, the following three conditions

can be obtained for the design of optimal TSs:

C1: The TSs from all nodes exhibit a phase shift of π radians every symbol period,

which corresponds to (4.10).

C2: The TSs from all nodes are mutually orthogonal.

C3: The TSs from any node are orthogonal to ± T -shifted TSs from every other

node.

As highlighted in Chapter 1, the design guidelines in [12] are not complete. In

this paper, according to the proposed analytical framework, a new criterion, C3,

is proposed. The results in Section 4.5 demonstrate that neglecting C3 in the

C3 in the design of TSs significantly degrades joint channel and MTO estimation

performance. Moreover, guideline C1 is generalized for complex TSs. It is not easy

to find the TSs that jointly satisfy C1-C3, since the TSs that satisfy C2 and C3 do
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Figure 4.6: TSs in Proposed Example 1 for K = 4 relays and TS length L = 64.

not exactly satisfy C1 and vice versa. However, in what follows, we propose two

techniques for generating TSs that nearly satisfy the above conditions and improve

the estimation and relaying performance.

4.3.3.1 Proposed Technique 1 (Proposed-1)

Although the TSs obtained by optimizing the cost function in (4.9) exhibit a π-

radian phase shift every symbol period, they do not meet conditions C2 and C3.

To satisfy C2, we propose to exploit the K eigenvectors of RT
kRk since they are

mutually orthogonal. Consequently, K TSs can be obtained by multiplying the

K eigenvectors corresponding to the first K maximum eigenvalues of
(
R[0]

)T
R[0],

where R[0] , ∂G
∂τ

∣∣∣
τ=0

, by
√
L. This technique can be used to construct TSs of any

desired length. For example, the TSs for K = 4 nodes and TS length L = 64

are shown in Fig. 4.6. It can be observed from Fig. 4.6 that all 4 TSs exhibit

π radian phase shift every symbol period satisfying C1. In addition, C2 is also

satisfied because eigenvectors of
(
R[0]

)T
R[0] are mutually orthogonal. Moreover,
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even though C3 is not exactly satisfied, every TS is nearly orthogonal to ±T shifted

TSs from every other node and the numerical results in Section 4.5 show that the

proposed TSs significantly enhance estimation and system performance. Note that

the Proposed-1 TS matches with the TS proposed in [72] for single timing offset

estimation in MIMO systems.

4.3.3.2 Proposed Technique 2 (Proposed-2)

We propose to use the Walsh-Hadamard codes as a second approach for generating

the optimal TSs since they always meet condition C2 [128]. The Walsh-Hadamard

codes here are generated using the initial matrix W =

[
1 1
1 −1

]
, which is repeated

log2(L) − 1 times according to W =

[
W W
W −W

]
to get an L × L Hadamard

matrix, W, where the TS length in this case is L = 2q, for any positive integer q.

To satisfy C1, we propose to select the columns of W as TSs that exhibit maximum

phase shift from symbol to symbol, i.e., L−1, . . . , L−K sign changes for K nodes.

Similar to the technique above, the proposed TSs do not fully satisfy conditions

C1 and C3 but they are nearly optimal and the results in Section 4.5 show that

they considerably enhance system performance.

In (4.9), the necessary and sufficient condition for the design of training se-

quences (TSs) that minimize HCRB(τ ) is provided. In (4.10) the solution for

meeting this condition is also derived. Moreover, in (4.13) and Lemma 1, for asymp-

totically large TS length, L, the necessary and sufficient condition for minimizing

HCRB(h) is also established. Although based on these conditions the TS design

guidelines C1–C3 are derived, it cannot be analytically established that C1–C3 are

also necessary conditions to minimize HCRB(τ ) and HCRB(h). Nevertheless,

our simulation results in Section VI indicate that the proposed conditions C1–C3

are necessary conditions for optimal TS design because the proposed TSs based on

C1–C3 achieve a BER performance that is close to the benchmark BER. Moreover,

the TSs that violate these conditions demonstrate poor BER performance.

4.4 Maximum-A-Posteriori Estimator

In this section, a data-aided MAP estimator for the joint estimation of MTOs and

multiple channels is derived. The MAP estimate of θ, θ̂ maximizes the log of the
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posterior probability density function (PDF), given by

log p(θ|y) = log

{
p(y|θ)p(θ)

p(y)

}
, (4.16)

where p(y|θ) is the likelihood function given by

p(y|θ) =
1

(πσ2
w)LQ

exp

{
−‖y −Ψh‖2

σ2
w

}
, (4.17)

and p(θ) is the priori distribution of θ, given by

p(θ) =
1

(π)K det(Σh)
exp

{
−hHΣ−1

h h
}
. (4.18)

In (4.18), Σh , diag
(
σ2
h, . . . , σ

2
h︸ ︷︷ ︸

K

)
is the covariance matrix of h and Σ−1

h ,

diag
( 1

σ2
h

, . . . ,
1

σ2
h︸ ︷︷ ︸

K

)
. Substituting (4.17) and (4.18) into (4.16), the posterior PDF

in (4.16) can be written as

log p(θ|y) = − log(πσ2
h)
K(πσ2

w)LQ − ‖y −Ψh‖2

σ2
w

− hHΣ−1
h h− log p(y), (4.19)

where log(πσ2
h)
K(πσ2

w)LQ and log p(y) are independent of θ. Thus, the MAP esti-

mate of θ is given by

θ̂ = arg min
θ

{‖y −Ψh‖2

σ2
w

+ hHΣ−1
h h

}
. (4.20)

Taking the derivative of the above cost function with respect to hH and equating

the result to zero, the MAP estimate of channels, ĥ, is determined as

ĥ =
(
ΨHΨ + Σ−1

h

)−1
ΨHy. (4.21)

Substituting (4.21) back into the cost function in (4.20), the MAP estimate of

MTOs, τ̂ , is determined as

τ̂ = arg max
τ

{
yHΨ

(
ΨHΨ + Σ−1

h

)−1
ΨHy

}
. (4.22)

Using the estimate of τ̂ from (4.22) and by evaluating Ψ at τ = τ̂ , the channel

estimates, ĥ, can be obtained using (4.21). Since y and θ are not jointly Gaussian,

it cannot be analytically shown that the proposed MAP estimator in (4.21) and
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Table 4.1: Summary of TSs used in the simulations with TS length L = 64 and
K = 4 nodes.
Proposed-1

√
L times the eigenvectors corresponding to the first 4 maximum

eigenvalues of
(
R[0]

)T
R[0],

(
R[0] is defined in Sec. 4.3.3.1

)
Proposed-2 Walsh-Hadamard Matrix W given in Sec. 4.3.3.2

(Column No. 2, 18, 34, and 50)
Violate-C1 Walsh-Hadamard Matrix W given in Sec. 4.3.3.2

(Column No. 1, 17, 33, and 49)
Violate-C2 t1 = [1.00 + j0.00,−0.92 + j0.38, 0.70− j0.70,−0.38 + j0.92, . . .]T

t2 = [0.92 + 0.38,−0.70− j0.70, 0.38 + j0.92, 0.00− j1.00, . . .]T

t3 = [0.70 + j0.70, 0.00− 1.00, 0.70− j0.70, 0.00 + j1.00, . . .]T

t4 = [0.00 + j1.00, 0.00− j1.00, 0.00 + j1.00, 0.00− j1.00, . . .]T

Violate-C3 Walsh-Hadamard Matrix W given in Sec. 4.3.3.2
(Column No. 5, 6, 7, and 8)

(4.22) is unbiased [18]. However, through simulations, we have found that the

estimated parameters in (21) and (22) have a very small bias, e.g., at SNR = 10

dB, it is found that E{τ − τ̂} = −0.0027 and E{h− ĥ} = 0.0009− j0.0013, when

averaged over 500 simulations. In the following section, the estimation accuracy

of the proposed MAP estimator will be assessed by the ECRBs, ECRB(τ ) and

ECRB(h), given in (4.7).

4.5 Simulation Results

In order to demonstrate the advantage of the proposed TSs for improving the

estimation and system performance, they are compared to TSs that violate the

proposed design guidelines, C1-C3. The two proposed TSs and three non-optimal

TSs, which violate C1, C2, and C3, respectively, are given in Table 4.1 for TS

length L = 64. Throughout this section, the proposed TSs in Sections 4.3.3.1 and

4.3.3.2 are referred to as Proposed-1 and Proposed-2. The three non-optimal TSs

are referred to as Violate-C1, Violate-C2, and Violate-C3 and are chosen as follows.

Walsh-Hadamard codes are used for the non-optimal TSs denoted by Violate-

C1. Even though these TSs satisfy C2, they are selected in a fashion to not satisfy

C1, i.e., have the least frequent sign changes. As shown in Section 4.3.1 this

choice of TSs is expected to increase the HCRB for the estimation of τ . The next

TSs referred to as Violate-C2, are generated using 16-phase-shift keying (16-PSK)

modulated symbols. It is not possible to completely satisfy C1 by having symbol-

to-symbol phase shifts of π radians for all the TSs since the resulting TSs will be

linearly dependent and the HIM in (4.3) will be ill-conditioned. However, in order
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to comply with C1 as closely as possible, the TSs are selected to have maximum

phase shift, close to π radians, e.g., π, 7π/8, 9π/8, 6π/8 radians, from symbol

to symbol. Moreover, the resulting TSs are correlated and violate C2 to a large

extent, which according to the results in Section 4.3.2, increases the HCRB for the

channel estimation. Finally, for Violate-C3 TSs, the Walsh-Hadamard codes are

applied again, satisfying C2. However, these codes are selected to ensure that C3

is mainly violated, i.e., the inner product of tk and ±1 shifted tk̄, for k 6= k̄, is

large. As shown in Section 4.3.2, this also results in a larger HCRB for estimation

of channels, h.

Without loss of generality, sum of HCRBs, ECRBs, and MSEs for the estimation

of timing offsets or channels from all the nodes are evaluated in each simulation

run. In all simulations, the network is assumed to be equipped with K = 4 nodes.

The oversampling factor is set to Q = 2 and a RRC filter with a roll-off factor

of 0.22 is employed. The normalized timing offsets from nodes to destination, τk,

∀ k, are uniformly distributed over the whole symbol period duration, i.e., τk ∼
U(−0.5, 0.5). The channels, hk, ∀ k, are modeled as independent and identically

distributed complex Gaussian random variables with CN (0, σ2
h = 1).

4.5.1 Estimation Performance of the different TSs

Fig. 4.7 plots the HCRB and ECRB for MTOs estimation versus SNR for the TSs

in Table 4.1. Since the HCRB for MTO estimation is not affected by violating C2

and C3 (see Section 4.3.1), the results for TSs Violate-C2 and Violate-C3 are not

plotted. Fig. 4.7 demonstrates that the HCRB and ECRB for MTO estimation

are the lowest for the Proposed-1 and Proposed-2 TSs and worst for the Violate-C1

TS.

Fig. 4.8 plots the HCRB and ECRB for the multiple channel estimation versus

SNR for the Proposed-1, Proposed-2, Violate-C2, and Violate-C3 TSs. The results

for the Violate-C1 TS is not plotted since the HCRB for the multiple channel

estimation is only affected by violating C2 and C3 (see Section 4.3.2). It can

be observed from Fig. 4.8 that the HCRB and ECRB for the multiple channel

estimation are the lowest for the TSs, Proposed-1 and Proposed-2, and worst for

the TSs Violate-C2 and Violate-C3. Further, numerical results show that the

HCRB and ECRB for the Proposed-1 and Proposed-2 TSs are very close. Thus, to

avoid repetition, only a single curve is plotted for both the HCRB and ECRB of

the Proposed-1 and Proposed-2 TSs. Finally, as mentioned in Section 4.2.2, Fig.

4.7 and Fig. 4.8 show that the TSs that minimize the HCRB also minimize the

ECRB.
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Figure 4.7: HCRB and ECRB versus SNR for the estimation of τ for the TSs given
in Table 4.1.

Fig. 4.9 plots the MAP estimator’s MSE for MTOs estimation versus SNR for

the Proposed-1 and Violate-C1 TSs. For clarity, the results for the Proposed-2

TS are not plotted since they are very close to that of the Proposed-1 TS. It can

be observed from Fig. 4.9 that the MAP estimator’s MSE is close to the ECRB

over a wide range of SNR values for both the Proposed-1 and Violate-C1 TSs.

Fig. 4.9 also shows that for the Violate-C1 TS, the MSE of the MAP estimator

is lower than the ECRB at low SNR since the MAP estimator’s estimation range

is limited to (−0.5, 0.5), given that the timing offset values, τk, are assumed to be

τk ∈ (−0.5, 0.5), ∀k. However, in its inherent structure, ECRB does not take the

range of the possible timing offset values into account and grows without bound as

the SNR decreases (for more information, refer to [25] and [27]).

Fig. 4.10 plots the MAP estimator’s MSE for the multiple channel estimation

versus SNR for the Proposed-1, Violate-C2, and Violate-C3 TSs. It can be observed

from Fig. 4.10 that the MSE performance of the MAP estimator is close to the

ECRB at moderate-to-high SNR values for all TSs. Similar to Fig. 4.9, the MAP

estimator’s MSE and the ECRB for the Proposed-2 TS are not plotted since the

results are similar to that of Proposed-1 TS. Moreover, since the MAP estimator
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Figure 4.8: HCRB and ECRB versus SNR for the estimation of h for the TSs given
in Table 4.1.

takes the prior information on the distribution of channels and the range of timing

offset values into account (see (4.20)) and the ECRB does not (see (4.6)), the

estimator’s MSE is lower than the ECRB at low SNR for the Violate-C2 and

Violate-C3 TSs.

From Figs. 4.7–4.10 it can be concluded that the Proposed-1 and Proposed-2

TSs can significantly improve estimation accuracy since they result in the lowest

HCRB, ECRB, and MAP estimation MSE. These results also demonstrate the large

performance gain in terms of the estimation accuracy for the proposed TSs over

non-optimal TSs that violate the proposed conditions, which numerically validates

the proposed conditions for the design of optimal TSs in Section 4.3.3.

4.5.2 System BER performance of the different TSs

Fig. 4.11 shows the end-to-end BER performance of a DF 4-relay cooperative

network versus SNR for all the TSs given in Table 4.1. The proposed MAP estima-

tor is applied for the joint estimation of MTOs and multiple channels during the

training period. 256-quadrature amplitude modulation (256-QAM) is employed for
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Figure 4.9: MSE of MAP estimator and ECRB versus SNR for the estimation of
τ for the TSs given in Table 4.1.

data transmission and length of the source data vector is set to 576 symbols (frame

length = 576+64 = 640 symbols) during the data transmission period, resulting in

a synchronization overhead of 10%. Distributed space time block codes are applied

at all relays to exploit the spatial diversity [51,52]. To decode the source signal s,

a minimum mean-square error linear receiver given by

ŝ = (ΛHΛ + σ2
wIL×L)−1y,

is employed at the destination node, where Λ ,
∑K

k=1 ĥkĜk, Ĝk = Gk|τk=τ̂k . The

BER performance of the overall system using different TSs is compared with the

benchmark BER, which assumes perfect knowledge of MTO and channels. Fig.

4.11 shows that for the Proposed-1 and Proposed-2 TSs, the BER performance of

the overall system is very close to the benchmark BER plot over a wide range of

SNR values, i.e., performance gap of only 0.4 dB lies between the benchmark and

proposed system’s BER at moderate-to-high SNR values. Fig. 4.11 also compares

the BER performance of the proposed TSs with the TSs proposed in [12]. Fig. 4.11
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Figure 4.10: MSE of MAP estimator and ECRB versus SNR for the estimation of
h for the TSs given in Table 4.1.

shows that our proposed TSs significantly outperform the TS in [12]. Similarly,

for the Violate-C1, Violate-C2, and Violate-C3 TSs, the BER results show poor

performance. Specifically, for the TSs, Violate-C1 and Violate-C2, receiver almost

fails to decode the received signal at the destination for SNR < 30 dB. It has been

found through simulations that for K = 2 users, satisfying C1 is more critical than

satisfying C2 and C3, while for K > 2 users, satisfying C2 is more crucial than

satisfying C1 and C3.3 Fig. 4.11 demonstrates that the large BER performance

gain can be achieved by employing the proposed TSs compared to non-optimal TSs

that violate the proposed conditions C1-C3.

Finally, we have observed through simulations that increasing the TS length for

a given fixed frame length, improves the BER performance of the overall system

and the results asymptotically converge to the BER with perfect synchronization.

Thus, the TS length needs to be carefully selected by system designers to achieve

the desired system performance at a specific SNR.

3This is observed through simulations but the results for K = 2 and 3 users are not included
here due to space limitations.
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Figure 4.11: BER performance of overall system versus SNR for the TSs given in
Table 4.1 and existing TS in [24], with TS length = 64, data transmission length
= 576, 256-QAM modulation, and synchronization overhead = 10%.

4.6 Conclusions

In this chapter, the optimal TS design for the efficient and joint estimation of

MTOs and multiple channels in distributed multi-user and multi-relay cooperative

networks was addressed. The HCRB, ECRB, and MAP estimator for the estima-

tion of parameters of interest are derived. Next, using these results, guidelines for

the design of TSs that minimize the HCRB for joint estimation of timing offsets

and channels are proposed. It has been observed through numerical simulations

that the ECRB serves as a tighter lower bound for the MAP estimator’s MSE at

moderate-to-high SNR. Our proposed training guidelines show that the optimal

TSs that jointly minimize the HCRB of MTO and multiple channel estimation

satisfy three conditions: C1. the optimal TSs from the different nodes exhibit π

radian phase shift every symbol period, C2. they are mutually orthogonal, and

C3. they are orthogonal to ± T -shifted TSs from every other node. Numerical

results show that the proposed optimal TS design conditions not only lower the

HCRB, but also lower the tighter bound, ECRB and the MSE of the derived MAP



104 Training Sequence Design

estimator. Moreover, by applying the proposed guidelines, two TSs are proposed

and the estimation MSE and BER performance of the proposed TSs are compared

against non-optimal TSs. Simulation results demonstrated large performance gain

in terms of estimation accuracy and end-to-end BER performance when applying

the proposed TSs compared to other TS choices.

The proposed TSs, which are summarized in Table 4.1, can also be used for

other network topologies, e.g., multi-hop systems and star networks. In multi-

hop systems, the proposed TSs can be applied to estimate MTOs and channel

parameters in each hop. In star networks, there exist point-to-point communication

links between all nodes and the proposed TS with K = 1 can be applied to estimate

the timing offset and channel parameters corresponding to each link.



Chapter 5

Non-Data Aided Synchronization

This chapter seeks to focus on blind synchronization and channel estimation in

DF cooperative communication systems, where no training signals are used. Note

that Chapters 2-4 address synchronization for DA cooperative systems and assume

the transmission of training sequences to assist the joint estimation of multiple

channels, MTOs, and MCFOs. Chapter 5 is organized as follows:

Section 5.1 describes the overall system model and the assumptions for achieving

joint blind synchronization and channel estimation. Section 5.2 details the system

model for blind synchronization and channel estimation in broadcasting phase.

For the broadcasting phase, the synchronization problem is identical to the one in

single-input-single-output (SISO) systems and existing techniques in the literature

can be used. Section 5.3 explains the system model for blind source separation

and synchronization in the relaying phase. For the relaying phase, we propose to

exploit blind source separation at the destination to convert the difficult problem

of jointly estimating the multiple synchronization parameters in the relaying phase

into more tractable sub-problems of estimating many individual timing and carrier

offsets for the independent relay. This allows timing and carrier offsets to be

estimated using the same algorithms as in the broadcasting phase. Next, we also

propose a criteria for best relay selection at the destination. Section 5.4 presents

numerical and simulation results that study the MSE and BER performances of

the proposed blind receivers. Simulation results demonstrate the excellent end-to-

end BER performance of the proposed blind scheme with relay selection, which is

shown to achieve the full diversity order at the destination. Finally, Section 5.5

concludes the chapter and summarizes its key findings.

105



106 Non-Data Aided Synchronization

S

R1

RM

D

r1(t)

rM (t)

h1

hM

a1,1

a1,N

aM,1

aM,N

y1

yN

Figure 5.1: System model for the blind cooperative communication.

5.1 System Model

We consider a two hop decode-and-forward cooperative communication system with

one source node, one destination node andM relay nodes. All nodes operate in half-

duplex mode. The source and the relay nodes are equipped with a single antenna

while the destination node is equipped with an array of N antenna elements as

shown in Fig. 5.1. The channel coefficients for the source to relay and relay to

destination links are denoted by hm and am,j respectively, where m = 1, 2, . . . ,M

is the relay index and j = 1, 2, . . . , N is the antenna index. These coefficients

are modeled as zero-mean complex Gaussian random variables with unit variance,

leading to a Rayleigh fading channel model.

Communication between the source node and the destination node takes place

in two phases. In the broadcasting phase, the source node broadcasts a frame of

D modulated symbols to the relay nodes. Each relay node operates independently

and blindly estimates its channel, timing and carrier offsets before decoding the

incoming information. In the relaying phase, each relay interleaves and then trans-

mits the decoded data to the destination. The multiple antennas at the destination

node help to achieve Blind Source Separation (BSS) of multiple relay signals (cf.

Section 5.3). After BSS, the best relay is selected (cf. Section 5.3.2.2) and its

timing and carrier offsets are blindly estimated. Finally the synchronized best re-

lay signal is de-interleaved and the transmitted information is decoded. Note that

training sequences are not required for synchronization in any of the communication

phases. Throughout this chapter, the following set of system design assumptions

is considered:

A1. We assume quasi-static and flat fading channel, i.e., all the fading coefficients

are constant for a frame of transmitted bits but are independent and identically
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Figure 5.2: Source Transmitter for blind cooperative communication.

(i.i.d.) distributed from frame to frame.

A2. Over a frame, the timing and frequency offsets, as shown in Fig. 3.1, are

modeled as deterministic but unknown parameters.

5.2 Blind Synchronization in the Broadcasting

Phase

The synchronization problem in the broadcasting phase is to estimate the channel

coefficient hm, timing offset τs,m and carrier offset fs,m at each relay without pilots

or training sequences, where subscript s denotes the source and m is the relay index.

Note that since all the relays act independently, the synchronization problem in the

broadcasting phase is the same as in Single Input Single Output (SISO) systems, for

which blind solutions already exist in the literature. See, for example, [96,129,130]

and references therein.

Let x(t) be the pulse modulated baseband signal which is transmitted by the

source and is given by

x(t) =
D−1∑
k=0

d(k) gT (t− kT ), (5.1)

where d(k) denotes the complex valued modulation symbol k taken from an M -

ary PSK (Phase Shift Keying) constellation, gT (t) is the transmitter pulse shape,

T is the symbol period and D is the transmission block length. The signal is up

converted to the carrier frequency ωs, as shown in the Fig. 5.2, before transmission.

At each relay, the received signal rm(t) is down converted by the oscillator

frequency, −ωs+ωs,m, where ωs,m is the analog frequency offset between the source

and relay m. The baseband received signal at relay m is given by

r̃m,τs,m(t) = hm

D−1∑
k=0

d(k) gT (t− kT − τs,mT )ejωs,mt + vr,m(t) (5.2)
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Figure 5.3: Relay m receiver.

where ‘ ·̃ ’ over rm,τs,m(t) indicates the received signal with frequency offset cor-

ruption, hm is the complex channel coefficient from source to relay m, vr,m(t) =

nr,m(t)e−j(ωs−ωs,m)t is the noise term for relay m, nr,m(t) is the zero mean additive

white Gaussian noise (AWGN), τs,m, normalized by the symbol duration T , is the

fractional unknown timing offset, |τs,m| ≤ 1/2, between the source and relay m.

After sampling, the received signal at each relay can be written as

r̃m,τs,m(bTs) = hm

D−1∑
k=0

d(k) gT (bTs − kT − τs,mT )ej2πfs,mb + vr,m(bTs) (5.3)

where b is the sampling index, ωs,mt = ωs,mbTs = 2π(Fs,m/Fs)b, Fs,m is the

frequency offset in Hz and fs,m = Fs,m/Fs is the digital frequency offset in cy-

cles/sample between source and relay m. Thus, the blind timing and carrier syn-

chronization problem in the broadcasting phase can be expressed as determining

τs,m and fs,m at each relay, given the received signal, r̃m,τs,m(t) at relay.

5.2.1 Proposed Relay Receiver

The block diagram of the proposed blind relay receiver is shown in Fig. 5.3. We

propose to do frequency offset estimation first since carrier offset is a very sensitive

parameter and must be estimated very accurately. Later, frequency offset correc-

tion is followed by timing offset estimation, matched filtering, channel estimation,

and equalization, as explained in the following subsections.

5.2.1.1 Frequency Offset Estimation and Correction

Many well known techniques are available in the literature for blind or Non-Data

Aided (NDA) estimation of a single carrier frequency offset [118, 131–134]. These

methods can be classified into two main types: (i) algorithms that operate in

feedback mode and employ Automatic Frequency Control (AFC), which has the

purpose of tracking the frequency offset in a closed loop system [131, 132] and (ii)
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algorithms which operate in feed forward mode and are based on open loop fre-

quency estimation [118, 133, 134]. Closed-loop schemes are more suitable for con-

tinuous mode transmission. However, in applications, where data are transmitted

in short bursts or frames, or in applications where a fast reacquisition after a deep

fade is required, the acquisition of an AFC loop may possibly last too long [135].

Therefore, open-loop schemes are more appealing for frame based transmission

schemes because of their short estimation times [136]. In [134], a thorough analysis

of the statistical properties of open loop Non-linear Least Squares (NLS) carrier

synchronizers is provided and a blind carrier offset estimator with improved per-

formance is proposed. It is important to note that this algorithm can work even in

the presence of an unknown timing offset.

We choose to estimate the frequency offset using non-linear least square ap-

proach by exploiting the fourth-order conjugate cyclostationary statistics of the

received signal [134]. The frequency offset estimate f̂s,m is given by

f̂s,m =
1

Q
arg max

|α̇|<1/(2Q)
J(α̇) (5.4)

where Q is the oversampling factor, α̇ is a trial value of the frequency and objective

function J(·) is given by

J(α̇) =

Q−1∑
j=0

∣∣∣ 1

R

R−1∑
b=0

r̃4
m,τs,m(b) e−j2π(α̇+q/Q)b

∣∣∣2 (5.5)

where q = 0, 1, . . . , Q− 1, R is the length of the signal r̃m,τs,m , [r̃m,τs,m(0), . . . ,

r̃m,τs,m(R − 1)]T , which is corrupted by the carrier offset. Note that the above

estimator can handle frequency offsets in the range (|fs,m| ≤ 1/8QT ) where T is

the symbol time. The frequency offset correction is performed as shown in Fig. 5.3

with output

x̂hm,τs,m(bTs) = hm

D−1∑
k=0

d(k) gT (bTs − kT − τs,mT ) + v̂r,m(bTs) (5.6)

which is an estimate of baseband source output signal, x(t), corrupted by timing

offset and the channel, v̂r,m(bTs) = vr,m(bTs)e
−j2πf̂s,mb.

5.2.1.2 Timing Offset Estimation and Matched Filtering

Blind or Non-Data Aided (NDA) estimation of a single unknown timing offset is

also a well established area of research [137–139]. The proposed solutions can be
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classified in two categories: (i) feedback algorithms which derive an estimate of

the timing error and feed the corrective signal back to an interpolator [138, 139]

and (ii) feed forward algorithms in which the timing offset estimate is derived from

the received signal before it is corrected in the interpolator [139]. In frame based

transmission systems, where fast timing recovery is needed, feed forward recovery

schemes are more appealing because of faster acquisition time [139].

The next step is to estimate the timing offset, for which any blind SISO timing

estimation algorithm can be used. In this work, we choose the blind feedforward

timing offset estimator using Square-Law Nonlinearity [139]. The timing offset

estimate τ̂ is given by

τ̂s,m = Er

− 1

2π
arg

(r+1)LQ−1∑
`=rQL

|x̂hm,τs,m(`)|2 e−j2π`/Q
 (5.7)

where E{·} denotes expectation operator and r corresponds to different sections of

length QL of the squared input signal x̂hm,τs,m , [x̂hm,τs,m(0), . . . , x̂hm,τs,m(R−1)]T ,

which is corrupted by the timing offset. Note that the above estimator can handle

timing offsets in the range |τs,m| ≤ 1/2. The timing offset estimate τ̂s,m is then

used by the matched filter and the signal x̂hm,τs,m(t) is filtered with impulse response

gR(t+ τ̂s,m), which is matched to the transmit filter gT (t). Sampled matched filter

output, x̂hm , [x̂hm(0), . . . , x̂hm(R− 1)]T , is given by

x̂hm(bTs) = hm

D−1∑
k=0

d(k)gT (bTs − kT ) + v̂′r,m(bTs) (5.8)

where the sequence x̂hm at the symbol rate is an estimate of x(t), which is free

from offsets but corrupted by channel.

5.2.1.3 Blind Channel Estimation and Equalization

Finally, we estimate the channel using cumulant interference subspace cancelation

method. The blind channel estimation is described in detail in [129] and has three

main steps. The first step is to compute a series of fourth order cumulant matrices

of the received signal. The second step is to evaluate Singular Value Decomposition

of the concatenated cumulant matrix and select left singular vectors associated with

the smallest singular values. The singular vectors are in the left null space of the

concatenated cumulant matrix. Finally, applying these singular vectors on the

cumulant matrix extracts the channel information by canceling the interference

subspace of the channel convolution matrix [129].
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Equalization is performed on the basis of the channel estimate and demodulator

generates the decoded bits, as illustrated in Fig. 5.3. Note that the blind channel

estimation is performed last since the algorithm assumes perfect timing and carrier

synchronization for its proper operation.

5.3 Blind Synchronization in the Relaying Phase

The synchronization problem in the relaying phase is more difficult and complicated

than in the broadcasting phase. This is because of the need to estimate the multiple

timing and carrier offsets at the destination node. In this work, we propose to

exploit blind source separation at the destination node to decouple the timing and

carrier offsets from relay to relay. This converts the difficult problem of estimating

multiple offsets into more tractable sub-problem of estimating many independent

timing and carrier offsets.

Blind separation of multiple sources with multiple sensors or antennas at the

receiver has been extensively explored in the literature [140–150]. These algo-

rithms can be categorized into three different classes: (i) algorithms based on

information theory (including the maximum likelihood approach) [140–142], (ii)

algorithms based on cumulants (including correlation) [143–147] and (iii) algo-

rithms based on constant modulus constraints [148–150]. The algorithms based on

information theory include the maximum likelihood algorithms and the infomax al-

gorithms [140–142]. The output of the separation system is achieved through min-

imizing the mutual information or maximization the entropy of the output signals.

These algorithms have many tunable parameters and achieving good quality sepa-

ration is highly dependent on the tuning of their parameters [151]. The algorithms

based on constant modulus constraints depend on multi-stage signal separation

and/or gradient descent optimization. Depending on the initialization of gradient

descent algorithms, constant modulus algorithms sometimes fail to achieve global

convergence resulting in poor quality source separation. Thus, their performance

depends on initial tunable parameters such as step sizes [149]. The main advan-

tage of cumulant based algorithms is that they can work off-the-shelf (no parameter

tuning is required). The algorithms based directly on cumulants include Second-

Order Statistic (SOS)-based algorithms [143,144] and Higher-Order Statistic based

algorithms [145–147]. For these algorithms, the minimization of cross-cumulants

or the maximization of autocumulants are usually used to achieve source separa-

tion. Among cumulant based algorithms, the Joint Approximate Diagonalization

of Eigen-Matrices (JADE) by Cardoso et. al. [145] is the most renowned and com-
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putationally efficient algorithm [97, 147]. Thus, we implement JADE algorithm

in [145] to achieve blind source separation at the destination node to decouple the

timing and carrier offsets from relay to relay.

5.3.1 Proposed Relay Transmitter

The block diagram of the proposed relay m transmitter is shown in Fig. 5.4. Each

relay m interleaves the decoded bits using a matrix interleaver with m rows and

(D × K)/m columns, where K is the number of bits per symbol, m is the relay

index and D is the frame length. After digital modulation and pulse shaping, the

transmitted baseband signal of relay m is given as

sm(t) =
D−1∑
k=0

um(k) gT (t− kT ), for m = 1, . . . ,M (5.9)

where um(k) denotes the complex valued data symbol k of relay m. The signal

is up converted to the carrier frequency ωr + ωr,m, where ωr is the demodulator

carrier frequency at the destination and ωr,m is the analog frequency offset between

the relay m and the destination.

5.3.2 Proposed Destination Receiver

The block diagram of the proposed destination receiver is shown in Fig. 5.5. The

frequency demodulators associated with all the antennas are fed by the same os-

cillator with frequency ωr. Moreover, it is assumed that all the samplers at each
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destination antenna operate at the same time instant. The sampled signal at an-

tenna i is given as

ỹi,τr,m(bTs) =
M∑
m=1

am,i

D−1∑
k=0

um(k) gT (bTs − kT − τr,mT )ej2πfr,mb + vd,i(bTs) (5.10)

where ỹi,τr,m , [ỹi,τr,m(0), . . . , ỹi,τr,m(R − 1)]T is the sampled baseband received

signal at the antenna i, for i = 1, . . . , N , subscript ‘τr,m’ denotes that received signal

is affected by the time delay between the relay m and the destination receiver, ‘ ·̃ ’
over the signal denotes that received signal is distorted by the digital frequency

offset fr,m, b is the sampling index, τr,m is the timing offset between relay m and

the destination, am,i is the channel coefficient between relay m and antenna i and

vd,i(t) is the noise term at antenna i. The inner summation in (5.10) does not

depend on i so we can define this factor separately as

s̃m,τr,m(bTs) =
D−1∑
k=0

um(k) gT (bTs − kT − τr,mT ) ej2πfr,mb (5.11)

where s̃m,τr,m(t) is the oversampled pulse modulated signal for relay m with timing

and frequency offset τr,m and fr,m, respectively. Thus, (5.10) can be written as

ỹi,τr,m(b) =
M∑
m=1

am,is̃m,τr,m(b) + vi(b) (5.12)

where the index b corresponds to the samples at oversampling interval Ts. Us-

ing (5.12), we can write the system model in compact matrix form as

Y = A S̃τr,m + N (5.13)

where the matrices are defined as

Y , [ỹ1,τr,m , ỹ2,τr,m , . . . , ỹN,τ ]
T (5.14)

A , [a1, a2, . . . , aM ] (5.15)

S̃τr,m , [s̃1,τr,1 , s̃2,τr,2 , . . . , s̃M,τr,M ]T (5.16)

N , [v1,v2, . . . ,vN ]T (5.17)

and the vectors are defined as

ỹi,τr,m ,
[
ỹi,τr,m(0), ỹi,τr,m(Ts), . . . , ỹi,τr,m

(
(R− 1)Ts

)]
(5.18)
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am , [am,1, am,2, . . . , am,N ]T (5.19)

s̃m,τr,m ,
[
s̃m,τr,m(0), s̃m,τr,m(Ts), . . . , s̃m,τr,m

(
(R− 1)Ts

)]
(5.20)

vi ,
[
vi(0), vi(Ts), . . . , vi

(
(R− 1)Ts

)]T
(5.21)

where superscript (·)T denotes the transpose of a vector, R , (D + 2Lg)Q, ỹi,τr,m

is the demodulated output vector of antenna i, s̃m,τr,m is the signal vector for relay

m corrupted by timing and carrier offsets, am is the channel vector for relay m and

vi is the filtered noise vector at antenna i.

As shown in Fig. 5.5, the receiver can be divided into four separate blocks:

(i) blind source separation, (ii) relay selection (ii) carrier offset recovery and (iii)

timing recovery.

5.3.2.1 Blind Source Separation

The blind source separation block performs the channel estimation to decouple the

source mixing and provides an estimate of each relay’s data corrupted by timing and

frequency offsets ˆ̃sm,τr,m . Note that ˆ̃sm,τr,m ,
[
ˆ̃sm,τr,m(0), ˆ̃sm,τr,m(Ts), . . . , ˆ̃sm,τr,m

(
(R−

1)Ts
)]

is an estimate of s̃m,τr,m which is defined in (5.20). For BSS, we use the JADE

(Joint Approximate Diagonalization of Eigen matrices) algorithm [152]. The JADE

algorithm requires some form of diversity in the received mixture of signals for its

proper operation [145,153]. The diversity order should be greater than or equal to

the number of independent relay signals that need to be separated. In this work,

we use N antennas at the destination, such that N ≥ M , to provide the required

diversity in the received mixture of signals for JADE algorithm.

The JADE algorithm assumes that the input signals are statistically indepen-

dent and have non-gaussian distribution [154]. According to the Central Limit

Theorem, the channel mixing of the independent (non-gaussian) signals um, from

independent relays, results in signals at each antenna, ỹi,τr,m , having a distribution

which is close to Gaussian [154]. Thus, the blind source separation objective is

to apply some linear transformation to Y to maximize the non-gaussianity of the

output ˆ̃Sτ . Achieving this objective requires three main steps:
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Step 1 The first step is pre-Whitening which makes the observed components

ỹi,τr,m uncorrelated. The utility of whitening resides in the fact that it transforms

the mixing matrix A into a unitary matrix, which eases the further estimation

procedure. For whitening, we use Eigen-Value Decomposition (EVD) of the covari-

ance matrix of received signal RY = E{YYH} = EΛEH , where E is the unitary

matrix of eigenvectors of RY and Λ is the diagonal matrix of its eigenvalues. The

whitening matrix W is computed as

W = R
−1/2
Y = EΛ−1/2EH (5.22)

Applying pre-whitening the whitened matrix Z, as shown in the 5.6, is given as

Z = WY = Ã S̃τ + WN (5.23)

where Ã = WA is a new mixing matrix. The whitened matrix Z accommodates

the resulting uncorrelated components zm, where Z , [z1, z2, . . . , zM ]T and zm ,

[zm(0), zm(Ts), . . . , zm((R − 1)Ts)]. Note that the signal part of Z is a unitary

mixture of input signal components s̃m,τr,m .

Step 2 The next step is to determine the unitary transformation matrix V. This

is determined according to the Joint Approximate Diagonalization of Eigenmatrices

(JADE) criterion. To determine V using the whitened received signal matrix Z,

we proceed as follows.

Let Qk,l = Cum(zi, zj, zk, zl) for 1 ≤ i, j ≤ M represents the (k, l)th cumu-

lant matrix such that 1 ≤ k, l ≤ M and Cum(·) denotes the cumulant oper-

ation [147]. Note that in this case there will be M2 cumulant matrices in to-

tal. We stack all the cumulant matrices Qk,l into a single M2 ×M2 matrix Qa,b,
where a = i + (j − 1)M and b = l + (k − 1)M . Taking EVD of Qa,b, we get

Qa,bM =MV , where M accommodates the eigenvectors of Qa,b and V is the di-

agonal matrix containing its eigenvalues (λ1, λ2, . . . , λM2). Then we unstack each

column of M into an M ×M matrix by inserting the entries columnwise, result-

ing in M2 eigenmatrices {E1, E2, . . . , EM2}. Let N e = {λdEd |1 ≤ d ≤ M} be the

eigen-set of M most significant eigen-pairs of the un-stacked matrices, correspond-

ing to M most significant eigenvalues. We perform joint diagonalization of this

set N e under the unitary constraint V, resulting in JADE maximization criteria

C(V,N e) =
∑M

d=1

∣∣ diag(VHλdEdV)
∣∣2. Finally V is obtained by performing Joint

diagonalization of M × M matrices Rd = λdEd, d = 1, . . . ,M using the above

maximization criteria, as detailed in [155]. Note that with correct operation, the
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above procedure will converge the output towards V = Ã.

Step 3 The third and final step is to use V to separate the sources. The output

of the blind source separation block is given by

ˆ̃Sτ = VHZ

= VHÃS̃τ + VHWN (5.24)

It can be seen that if V = Ã, then VHÃ = IM and the components of ˆ̃Sτ will

be free from channel mixing, though with embedded timing and frequency offsets

and noise corruption. Note that Â = W−1Ã is evaluated upto a permutation and

scaling of its columns. This is a well known fundamental limitation common to

all blind schemes [145, 153, 156]. In this work, we have resolved this ambiguity by

assuming a known single symbol transmission for each source, occupying M time

slots in total [156].

After BSS, the separated relay signals can be written as

ˆ̃sm,τr,m(bTs) =
D−1∑
k=0

um(k) gT (bTs − kT − τr,mT ) ej2πfr,mb + v̆d,m(bTs) (5.25)

where ˆ̃sm,τr,m(bTs) is the baseband transmitted signal of relaym corrupted by timing

and frequency offset and v̆d,m(bTs) is the noise element after BSS.

We assume that the destination selects the best relay after blind source sepa-

ration. The relay selection procedure is discussed as follows.

5.3.2.2 Relay Selection Algorithm

For DF relaying, various decoder strategies have been proposed in the literature

that have been shown to achieve the full diversity order M , where M is the num-

ber of relays, in terms of the Bit Error Rate (BER) performance [157–159]. In this

regard, relay selection has emerged as a simple, powerful technique with compar-

atively lower implementation complexity. Various criteria for “best” relay section

in relaying phase have been proposed in the literature assuming destination has

single antenna. Recently, a method is proposed in [160] in which the destination

chooses the best relay based on the minimum of the source-to-relay and relay-to-

destination Signal to Noise Ratios. The implementation of this scheme requires

the Channel State Information (CSI) of source to relay channels at the destination,

which can be easily done in practice through a feedforward channel from the relay

to the destination [160]. It is shown that the algorithm has superior performance
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compared to existing methods and is able to extract the full diversity without re-

quiring any feedback CSI or error detection mechanism such as cyclic redundancy

check at relay nodes.

In our work, we modify the criterion in [160] for the case where destination has

multiple antennas. In our scheme, after blind source separation, the destination

chooses the best relay based on the following criterion

Rsel = arg max
m
{min{hm,min

j
{âm,j}}} (5.26)

where “sel” denotes the selected relay m. Note that the relay to destination chan-

nels âm,j are blindly estimated at the destination using JADE, while information

about estimated source to relay channels hm is assumed to be available at the desti-

nation via a feedforward channel from the relay to the destination. For comparison,

we also consider the case of “no relay selection” in which the destination randomly

selects one of the relays.

5.3.2.3 Timing and Carrier Offset Recovery

For carrier offset and timing offset estimation on the selected relay signal, we use

the same algorithms as in the broadcasting phase. The selected relay signal (say

relay m) is passed to the frequency offset recovery block which estimates the carrier

offset and outputs each relay’s signal, ŝm,τr,m , corrupted only by the timing offset.

The timing offset recovery block estimates the timing offset, τ̂r,m, for relay m, and

the signal at the input of the timing estimation block is match filtered with an

impulse response gR(t + τ̂r,m) matched to the transmit filter gT (t). The output of

matched filter block yields an estimate of interleaved data symbols at the symbol

rate, ûm(k), for the selected relay m from which the transmitted data can be

decoded.

5.4 Simulation Results

In this section, simulation results are presented to validate the robustness of the

proposed blind cooperative communication system. We consider M = 4 relays and

a destination equipped withN = 5 antennas1. Each transmission from the source or

a relay employs Quadrature Phase Shift Keying (QPSK) modulation and transmits

data in frames of length D = 400 symbols. The propagation channels are i.i.d. block

1For M relay, N = M + 1 antennas provides close to optimum blind source separation perfor-
mance [104].
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Figure 5.7: MSE of frequency offset estimation as a function of SNR (dB), with
M = 4 Relays and N = 5 antennas at destination.

Rayleigh flat-fading channels. The root raised cosine filters are used for transmitter

pulse shaping and receiver matched filtering, with roll-off factor, β = 0.25 and filter

tap delay length set to 5 symbols. The oversampling factor used is Q = 4. The

unknown timing offsets are assumed to be uniformly distributed as |τ | ≤ 1/2.

The unknown digital frequency offsets are assumed to be uniformly distributed as

|f | ≤ 1/32. The timing offset estimation parameter L = 16 (see Section 5.2.1.2).

The figures of merit used are the end-to-end (i.e., source to destination) Bit Error

Rate (BER) and the Mean Square Error (MSE) of frequency and timing offsets,

respectively.

5.4.1 MSE of the timing and frequency offsets

Figs. 5.7 and 5.8 show the MSE performance of frequency offset and timing offset

estimation, respectively. The results are shown for both the broadcasting and

relaying phase and are averaged out over the M = 4 relays. It can be seen from the

two figures that the MSE improves with increasing Signal to Noise Ratio (SNR).

Compared to the broadcasting phase, the MSE is better for the relaying phase due

to the use of multiple antennas at the destination. The error floor at high SNR in

the MSE of frequency offset for relaying phase is due to using a finite step size in
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Figure 5.8: MSE of timing offset estimation as a function of SNR (dB), with M = 4
Relays and N = 5 antennas at destination.

the frequency offset estimation algorithm (see Section 5.2.1.1).

5.4.2 End-to-End BER

Fig. 5.9 shows the end-to-end (i.e., source to destination) BER of blind DF coop-

erative communication as a function of SNR. The following systems are considered

for comparison:

1. A blind cooperative DF system operating in absence of timing and carrier

offsets and endowed with perfect BSS and employing relay selection, since its

performance represents a lower bound (labelled by “Lower bound”).

2. A blind cooperative DF system operating in absence of timing and carrier

offsets but with BSS and employing relay selection, since its performance

allows effect of BSS to be studied (labelled “BSS with no offsets”).

3. Proposed cooperative DF system estimating channel, timing and carrier off-

sets with BSS and relay selection (labelled by “Proposed - with relay selec-

tion”).
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Figure 5.9: End-to-end BER of blind DF cooperative communication as a function
of SNR (dB), with M = 4 Relays and N = 5 antennas at destination.

4. Proposed cooperative DF system estimating channel, timing and carrier off-

sets with BSS but no relay selection (labelled by “Proposed - no relay selec-

tion”).

It can be seen that the slope of the “Proposed - no relay selection” BER result

achieves the theoretical diversity order of 1, which confirms the correct working

of the blind synchronization and channel estimation algorithms in the proposed

scheme. The other three BER results which use relay selection, including the

“Proposed - no relay selection” (which is the actual system performance), all have

the same slope and achieve the theoretical diversity order of 4 for medium to high

SNR, without any noticeable error floor in the considered SNR range. This confirms

the correct working of the proposed relay selection algorithm. The “BSS with no

offsets” and “Proposed - with relay selection” curves are very close to each other,

indicating that the performance loss due to synchronization errors is very small.

Finally, comparing the “Lower bound” and the “BSS with no offsets” curves, we

can see that they have the same slope and the gap between them is due to self

noise of the JADE algorithm. Similar results have also been found for 2, 3 and 5

relays.
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5.5 Conclusions

In this chapter, we have proposed a scheme for blind synchronization and channel

estimation in DF cooperative communication systems. Blind source separation us-

ing JADE algorithm has been proposed to decouple the timing and carrier offsets

from relay to relay in the relaying phase. This allows the timing and carrier off-

sets to be estimated using blind SISO square-law and cyclostationary algorithms

respectively in both the broadcasting and relaying phases. The channels in the

broadcasting phase are estimated using blind SISO cumulant interference subspace

cancellation algorithm. In addition, a relay selection algorithm has been proposed

to select the best relay for decoding source information at the destination. Results

have demonstrated that the proposed blind scheme works satisfactorily in terms

of end-to-end BER and is able to extract the maximum diversity order due to M

relays with N = M + 1 antennas at the destination.





Chapter 6

Conclusions and Future Research

Directions

In this chapter, we summarize the general conclusions drawn from this thesis. We

also outline some future research directions arising from this work.

6.1 Conclusions

The open research questions were highlighted in Section 1.2.1. The major contri-

bution of the thesis is the addressing of those research questions.

Addressing Q1 in Section 2.1:

• We proposed a new transceiver structure at the relays and a novel receiver

design at the destination which allow for the decoding of the received signal

in the presence of unknown channel gains, MTOs, and MCFOs.

Addressing Q2 in Section 2.3:

• We proposed computationally efficient ECM and SAGE algorithms for the

joint estimation of unknown channel gains, MTOs, and MCFOs in data-aided

DF and AF cooperative communication systems.

Addressing Q3 in Section 2.4:

• We derived a maximum likelihood based detector that allows for the signal

received from the multiple relays to be successfully decoded in the presence

of unknown channels, MTOs, and MCFOs.
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Addressing Q4 in Section 2.2:

• We derived closed-form CRLBs for the multiple parameter estimation prob-

lem for both AF and DF cooperative networks and used them to assess the

performance of the proposed estimators.

Addressing Q5 in Sections 3.1, 3.3, 3.4, and 3.5:

• We proposed a new transceiver structure at the relays and a receiver design

at the destination for achieving synchronization in DSTBC-AF relaying co-

operative network in Section 3.1. We found that unlike the simple AF relay,

described in Chapter 2, a DSTBC based AF relay has to first estimate and

compensate the source to relay timing and frequency offsets before applying

DSTBC. Consequently, the received signal at the destination is the function

of the source to relay timing and frequency offset estimation errors. We pro-

posed a DE based algorithm for the joint estimation of multiple impairments

in Section 3.3. Next, we derived an MMSE receiver for compensating the

effect of impairments and detecting the source signal at the destination in

Section 3.4. Finally in Section 3.5, we observed through numerical simula-

tions that the overall proposed transceiver design in DSTBC-AF cooperative

networks achieves full spatial diversity gain for 2 and 4 relay networks and

outperforms the existing cooperative strategies in the presence of unknown

channels, MTOs, and MCFOs.

Addressing Q6 in Section 4.3:

• We formulated three criteria for the design of optimal TSs that minimize

the derived HCRLB, ECRLB, and MSE of the MAP estimator for joint es-

timation of multiple channels and MTOs. Based on the proposed TS design

criteria, we proposed two TSs and demonstrated that these TSs result in a

lower MSE for the joint estimation of MTO and channel parameters when

compared to the TSs that violate the proposed guidelines.

Addressing Q7 in Sections 5.2 and 5.3:

• We proposed a novel transceiver structure at the relays and a complete re-

ceiver design at the destination for achieving synchronization in blind DF

relaying cooperative network. Blind synchronization and channel estimation

in the broadcasting and the relaying phase are proposed in Section 5.2 and

Section 5.3, respectively.
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6.2 Future Research Directions

A number of future research directions arise from the work presented in this thesis.

• The estimation and compensation algorithms presented in this thesis only ap-

ply to frequency flat and time non-selective channels. By employing orthogo-

nal frequency division multiple access (OFDMA), this work can be extended

to incorporate doubly selective fading channels.

• To meet the demand for bandwidth-hungry multimedia and internet-related

wireless services, MIMO cooperative wireless networks are an attractive solu-

tion [161]. In this context, the design of accurate synchronization techniques

has been largely unaddressed. The use of multiple antennas in cooperative

networks introduces new challenges and opportunities for achieving physical

layer synchronization in cooperative networks. On the one hand, there are

potentially more synchronization parameters and channel gains that need to

be estimated making the task of synchronization more difficult. On the other

hand, multiple antennas at the nodes can potentially be exploited to enhance

the accuracy of estimators for the multiple synchronization parameters.

• In this thesis, we proposed an optimal training sequence design for joint

estimation of multiple impairments in frequency flat fading channels. This

work can be extended to provide the training sequence design guidelines for

the joint estimation of multiple impairments in time varying and frequency

selective fading channels.

• In Chapter 5 of this thesis, algorithms for NDA joint estimation of the syn-

chronization and channel parameters have been studied for DF cooperative

communication systems. However, the CRLBs on the estimation performance

of NDA estimators have not been derived and can be the subject of future

research.





Appendix A

This appendix derives the F[AF] in (2.9), which is used in Chapter 2 to obtain CLRB

for the joint estimation of multiple channel parameters, MTOs, and MCFOs.

A.1 Proof of Theorem 2.1

The (`, q)th element of 4K × 4K FIM in (2.9) is given by [18]

[
F[AF](θ̄)

]
`,q

= 2<
{
∂µHȳ
∂θ̄`

Σ−1
ȳ

∂µȳ

∂θ̄q

}
+ Tr

(
Σ−1

ȳ

∂Σȳ

∂θ̄`
Σ−1

ȳ

∂Σȳ

∂θ̄q

)
. (A.1)

where µȳ = Ω̄α and

[Σȳ]`,i = E

{(
R∑
k=1

uk(`)t̄
[r]
k (`Ts − τ [rd]

k T )βke
j2π`ν
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k /Q + w(`)

)
(

R∑
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m T )βke
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, (A.2a)

=

R∑
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βkβ
∗
mE

[
ej2π`ν
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=

σ2
u

∑K
k=1 |βk|2 + σ2

w, i = ` , k = m

0, i 6= ` , k 6= m
(A.2c)

where (A.2c) follows from (A.2b) due to the assumptions of unit amplitude PSK TSs

and mutual independence of the noise at the relays and destination. Accordingly

the derivatives in (A.1) can be derived as

∂µȳ

∂<{αk}
= −j ∂µȳ

∂={αk}
= (Λ̄kḠkts)� t̄

[r]
k (τ̄k), (A.3)
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∂µȳ

∂τ̄k
= (Λ̄kR̄kts)� t̄

[r]
k (τ̄k)αk, and

∂µȳ

∂ν̄k
= jD(Λ̄kḠkts)� t̄

[r]
k (τ̄k)αk, (A.4)

where R̄k , ∂Ḡk/∂τ̄k and ∂t̄
[r]
k (t)/∂τ̄k = 0. Since, Σȳ is not a function of MCFOs,

MTOs, and channel gains α, we have

∂Σȳ

∂ν̄k
=
∂Σȳ

∂τ̄k
=

Σȳ

∂<{αk}
=

Σȳ

∂={αk}
= 0. (A.5)

After substituting the derivatives in (A.3), (A.4), and (A.5) into (A.1) and carrying

out straightforward algebraic manipulations, the upper triangular elements of FIM,

for `, q = 1, 2, · · · , K, can be obtained as

F
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Note that the lower triangular elements of F[AF] can be easily obtained by simple

manipulation of (A.6)-(A.15). Using (A.6)-(A.15) and lower triangular elements,

we can obtain FAF given in (2.9).



Appendix B

In this appendix, we derive the FIM, F in (3.11), and mean-square error cost

function, Js in (3.23), in Section B.1 and Section B.2, respectively.

B.1 Proof of Theorem 3.1

The elements of the 4K × 4K FIM, F in (3.11), are given by [18]
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The mean of the received signal in (3.6) during TP, µy[TP] , is calculated as
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= ΞAt, (B.2c)
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Finally t in (B.2c) is defined as t ,
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The derivatives of µy[TP] in (B.1) can be calculated as
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are LN ×LK matrices. After substituting (B.4a), (B.5a), and (B.5b) in (B.1), the
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upper triangular elements of FIM, for k, k̄ = 1, . . . , K, can be obtained as
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where [Π]m,m̄ for m, m̄ = 1, . . . , 4K are the elements of 4K × 4K matrix, Π, such

that [Π]m,m̄ = Tr
{
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Σ−1
y[TP]Σ
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}
. Note that the lower triangular elements of F can be easily ob-

tained by simple manipulation of (B.6a)-(B.6j) and are not included here for brevity.

Using (B.6a)-(B.6j), F can be determined as given in (3.11).

B.2 Proof of Theorem 3.2

For notational brevity, we denote x[DTP] by x throughout this section. Substituting

(3.8) in (3.22), we get
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where Φx , Eδ
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Calculation of Eδα
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and Eδα {AΩΦx,s}

Since δα = α − α̂, the channel matrix A, given below (3.5), can be written as

A = Â + ∆A, where Â , diag (α̂) ⊗ IL and ∆A , diag (δα) ⊗ IL are LK × LK
matrices. According to the assumption in Section 3.4, δα is distributed as δα ∼
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Calculation of Φs & Φx

Let us assume that the transmitted data symbols are uncorrelated such that Φs ,
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. Substituting (B.11a) into (B.10), we have

[Φx](k−1)L+1:kL,(k̄−1)L+1:k̄L = ∆
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k
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k
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+ Eδ
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k
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τ
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k

)
(B.12a)

≈ Φs, k, k̄ = 1, . . . ,K, (B.12b)

where (B.12b) follows from (B.12a) because the expectations in (B.12b) are equal

to 0L×L according to the distributions of δν[sr] and δτ [sr] .

Calculation of Φx,s

Using (B.11a) and (B.12), the L× L blocks of the LK × LK matrix Φx are given

by

[Φx,s](k−1)L+1:kL,: = Eδ
τ [sr] ,δν[sr]

{
∆

Λ
[sr]
k

∆
G

[sr]
k

Φs

}
≈∆

[0]

Λ
[sr]
k

∆
[0]

G
[sr]
k

Φs = Φs, k = 1, . . . , K. (B.13)

Calculation of Σn

The L× L blocks of the LK × LK matrix Σn can be calculated as

[Σn](k−1)L+1:kL,(k̄−1)L+1:k̄L = Eδ
τ [sr] ,δν[sr] ,u

{
Ĝ

[sr]

k Λ̂
[sr]

k uku
H
k̄

(
Λ̂
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)H (
Ĝ

[sr]
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)H}
(B.14a)

=

Eδ
τ [sr]

{
Ĝ

[sr]

k Σuk

(
Ĝ

[sr]

k̄

)H}
, k = k̄

0L×L, k 6= k̄
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k, k̄ = 1, . . . , K, (B.14b)

where Σuk , σ2
uk

ILN and (B.14b) follows from (B.14a) since the noise at different

relays, uk and uk̄, ∀ k 6= k̄, are uncorrelated. Note that Ĝ
[sr]

k is a non-linear function

of τ̂
[sr]
k , τ

[sr]
k +δ

τ
[sr]
k

. Thus, in order to evaluate (B.14b), the Taylor series expansion

of the non-linear term Ĝ
[sr]

k around τ
[sr]
k is evaluated as

Ĝ
[sr]

k = G[sr]
k +

(
G[sr]
k

)′
δ
τ

[sr]
k

+Op
(
σ2

τ
[sr]
k

)
, (B.15)

where G[sr]
k , Ĝ

[sr]

k

∣∣
τ̂

[sr]
k =τ

[sr]
k

,
(
G[sr]
k

)′
= ∂Ĝ[sr]

k

∂τ̂
[sr]
k

∣∣∣
τ̂

[sr]
k =τ

[sr]
k

, and since the noise at the

relays are uncorrelated, Σn is an LK × LK block diagonal matrix. Using (B.15)

in (B.14), the L× L diagonal matrices of Σn are given by

[Σn](k−1)L+1:kL,(k−1)L+1:kL = G[sr]
k Σuk

(
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k
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+ Eδ
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+Op

(
σ2

τ
[sr]
k

)
= G[sr]

k Σuk
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+Op

(
σ2
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k Σuk

(
G[sr]
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)H
.

(B.16)

Calculation of Eδ
τ [rd] ,δν[rd]

{
ΞEδα

{
AΩΦxΩHAH

}
ΞH
}

and

Eδ
τ [rd] ,δν[rd]

{ΞBΩΣnΩHBHΞH}
Using similar steps as in (B.11a), (B.12), (B.15), and (B.16), the expectations over

δτ [rd] and δν[rd] in (B.8) can be approximated by

Eδ
τ [rd] ,δν[rd]

{
ΞEδα

{
AΩΦxΩHAH

}
ΞH
}

=Ξ̂Eδα

{
AΩΦxΩHAH

}
Ξ̂
H

+Op
(
σ2

τ
[rd]
k

)
≈Ξ̂Eδα

{
AΩΦxΩHAH

}
Ξ̂
H
, (B.17a)

Eδ
τ [sr] ,δν[sr]

{ΞBΩΣnΩHBHΞH} =Ξ̂BΩΣnΩHBHΞ̂
H

+Op
(
σ2

τ
[rd]
k

)
≈Ξ̂BΩΣnΩHBHΞ̂

H
, (B.17b)

where Ξ̂ , Ξ
∣∣
ν[rd]=ν̂[rd],τ [rd]=τ̂ [rd] and Eδα

{
AΩΦxΩHAH

}
is given in (B.9a).

By combining the results derived in (B.9), (B.12), (B.13), (B.16), (B.17a), and

(B.17b) in (B.8), the cost function in (3.23) is obtained.



Appendix C

In this appendix, a closed-form expression for the HIM in (4.3) is derived in Section

C.1 and positive definiteness of a matrix, ΨHΨ, is proved in Section C.2.

C.1 Proof of Theorem 4.1

The HIM for the estimation of the parameters of interest, θ, given the observation

vector, y, is given by [19, page 12]

HIM = Eθr|θd [FIM] + PIM, (C.1)

where FIM is the Fisher’s information matrix for the estimation of θ and PIM is

the prior information matrix (PIM), such that

Eθ[FIM] =
2

σ2
w

 <{Ψ
HΨ} −={ΨHΨ} 0K×K

={ΨHΨ} <{ΨHΨ} 0K×K

0K×K 0K×K <{U}

 , (C.2a)

PIM =

[
Σ−1

h 02K×K

0K×2K 0K×K

]
. (C.2b)

Since θr and θd, defined below (4.2), are independent parameters, p(θr|θd) = p(θr)

and Eθr|θd [FIM] = Eθr [FIM] in (C.2) [19, page 12]. The detailed derivation of

Eθr [FIM] and PIM is given in the following subsections.
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C.1.1 Derivation of Eθr [FIM]

FIM for the joint estimation of MTOs and channel gains is given by [25]

FIM =
2

σ2
w

 <{ΨHΨ} −={ΨHΨ} <{ΨH∆D}
={ΨHΨ} <{ΨHΨ} ={ΨH∆D}
<{DH∆HΨ} −={DH∆HΨ} <{DH∆H∆D}

 , (C.3)

where D , diag(h1, . . . , hK) is a K×K diagonal matrix and ∆ , ∂Ψ
∂τ

, [δ1, . . . , δK ]

is a QL×K matrix. To find Eθr [FIM], we have to find the expected value of all the

elements of FIM w.r.t. θr. Using the fact that <{·} and ={·} are linear operators,

E[<{·}] = <{E[·]} and E[={·}] = ={E[·]}. Thus

Eθr [FIM] =
2

σ2
w

 <{ΨHΨ} −={ΨHΨ} <{Eθr [Ψ
H∆D]}

={ΨHΨ} <{ΨHΨ} ={Eθr [Ψ
H∆D]}

<{Eθr [D
H∆HΨ]} −={Eθr [D

H∆HΨ]} <{Eθr [D
H∆H∆D]}

 .
(C.4)

In order to calculate the individual elements of Eθr [FIM], we have to find the

distribution of θr. The channels from the different nodes to the receiver are modeled

as independent and identically distributed random variables, i.e., hk ∼ CN (0, σ2
h),

∀k. Thus, θr is multivariate normal distributed with mean zero and covariance

Σθr , i.e., θr ∼ N (02K×1,Σθr), where Σθr = diag

(
σ2
h

2
, . . . ,

σ2
h

2︸ ︷︷ ︸
2K

)
. Thus, the PDF of

θr, p(θr), is given by

p(θr) =
1

(2π)K det(Σθr)
1/2

exp

{
−θ

T
r Σ−1

θr
θr

2

}
. (C.5)

Using (C.5), the submatrices of Eθr [FIM] can be determined. Thus, Eθr [Ψ
H∆D]

is given by

Eθr [Ψ
H∆D] =


Eθr [h1ξ

H
1 δ1] . . . Eθr [hKξ

H
1 δK ]

...
. . .

...

Eθr [h1ξ
H
Kδ1] . . . Eθr [hKξ

H
KδK ]

 = 0K×K . (C.6)

The equality in (C.6) follows from the fact the channel gains, hk, ∀ k, are zero-mean

random variables. It can be similarly concluded that in (C.4)

Eθr [Ψ
H∆D] = Eθr [D

H∆HΨ] = Eθr [D
H∆HΨ] = 0K×K . (C.7)
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Finally, Eθr [D
H∆H∆D] is given by

Eθr [D
H∆H∆D] =


Eθr [|h1|2δH1 δ1] Eθr [h

∗
1δ

H
1 δ2h2] . . . Eθr [h

∗
1δ

H
1 δKhK ]

Eθr [h
∗
2δ

H
2 δ1h1] Eθr [|h2|2δH2 δ2] . . . Eθr [h

∗
2δ

H
2 δKhK ]

...
...

. . .
...

Eθr [h
∗
Kδ

H
Kδ1h1] Eθr [h

∗
Kδ

H
Kδ2h2] . . . Eθr [|hK |2δHKδK ]


= σ2

hdiag
(
δH1 δ1, . . . , δ

H
KδK

)
, (C.8)

where the off-diagonal elements of (C.8) are zero since the channels are uncorre-

lated, i.e., Eθr [h
∗
k̄
hk] = 0 for k, k̄ = 1, . . . , K, and k 6= k̄. The diagonal elements of

(C.8) for k = 1, . . . , K are given by

Eθr [|hk|2δHk δk] = δHk δk

(
E<{hk̄}

[
<{hk̄}2

]
+ E={hk̄}

[
={hk̄}2

])
= σ2

hδ
H
k δk. (C.9)

Substituting (C.6), (C.7), and (C.8) into (C.4), the final result in (C.2) can be

obtained.

C.1.2 Derivation of PIM

Given the fact that h and τ are independent and using the definition of PIM in [19,

page 12] and [126, eq. (3)], the PIM for the random channels and deterministic

timing offsets can be written as

PIM =

[
Eθr

[
−∆θr

θr
log p(θr)

]
02K×K

0K×2K 0K×K

]
, (C.10)

where p(θr) is given in (C.5). The negative Hessian of the log likelihood function

of θr, −∆θr
θr

log p(θr) is given by

−∆θr
θr

log p(θr) =
1

2
∆θr

θr

(
θr

TΣ−1
θr
θr
)

= Σ−1
θr
. (C.11)

By using the result in (C.11) in (C.10), the final result in (C.2) follows.

C.2 Proof of Proposition 4.1

In order to show that ΨHΨ is a positive definite matrix, it is required to show that

for any K × 1 vector x, xHΨHΨx > 0. Clearly

xHΨHΨx = ‖Ψx‖2 ≥ 0, (C.12)
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which demonstrates that ΨHΨ is a positive semidefinite matrix and its eigenvalues

are nonnegative [107]. It is known that if a matrix ΨHΨ is full rank, no eigenvalue

of ΨHΨ is equal to zero [107]. Since linearly independent TSs are transmitted

from all the nodes (see Section 4.2.1), it can be concluded that ΨHΨ is a full rank

matrix. Thus, using (C.12) and the full rank nature of ΨHΨ, it can be concluded

that all eigenvalues of ΨHΨ are strictly positive and ΨHΨ is a positive definite

matrix.
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