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Summary

This paper reviews recently published results on
multiple input multiple output (MIMO) channel
modeling. Both narrowband and wideband models
are considered. We distinguish between two main
approaches to MIMO channel modeling, that is,
physically based and nonphysically based modeling.
The nonphysical models primarily rely on the
statistical characteristics of the MIMO channels
obtained from the measured data, while the physical
models describe the MIMO channel (or its
distribution) via some physical parameters. We
briefly review different MIMO channel models and
discuss their relationships. Some interesting aspects
will be described in more detail and we note areas
in which few results are available. Copyright ©
2002 John Wiley & Sons, Ltd.
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1. Introduction

The increasing demand for high data rates and the
limited available bandwidth motivates the investiga-
tion of wireless systems that efficiently exploit the
spatial domain. Because of cost, size, and complexity
limitations at the terminal, antenna arrays are usually
considered only at the base stations (access points) to

spatially discriminate the desired signal from inter-
ference and noise. The use of spatial diversity, both
on reception as well as transmission, can improve
throughput and coverage in addition to allowing a
higher degree of spectral reuse and thereby increase
the system capacity.

As recently reported in References [1,2], channel
capacity can be greatly increased by using antenna
array at both the transmit and the receive side of
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the so-called MIMO systems as long as the envi-
ronment provides sufficient scattering. Conceptually,
an MIMO channel can be seen as a parallel spatial
subchannel that allows the transmission of parallel
symbol streams. Therefore, the MIMO channel capac-
ity can potentially increase linearly with the number
of spatial subchannels (a minimum of the number of
receive or transmit antenna elements). This has been
demonstrated in Reference [3], in which an archi-
tecture (BLAST) was proposed along with a cod-
ing and decoding scheme. Some field measurements
investigating MIMO channel capacity have recently
been reported in References [4—10]. Several of the
reported results are encouraging in that the scattering
has been sufficiently rich to provide capacities close
to the ideal situation.

The propagation conditions determine the channel
capacity that can be expected for an MIMO system.
It is of great interest to characterize and model the
MIMO channel for different conditions in order to
predict, simulate, and design high-performance com-
munication systems. Among other advantages, the
simulation of MIMO propagation channel can assist
in the choice of efficient modulation schemes under
different scenarios and system performance can be
accurately predicted. Much work has been reported in
the single input single output (SISO) channel model-
ing area. The models for indoor radio channels were
reported in References [11-17] while the examples
of outdoor channel models can be found in Refer-
ences [18,19]. However, extending these models to
the MIMO case is not straightforward. The spatial
dimension must now be characterized either directly
or indirectly.

In this paper, we review some recently published
research on MIMO channel modeling. First, we cat-
egorize these models into two main groups, that is,
nonphysically and physically based models. The non-
physical models are derived from the statistical char-
acteristics of the MIMO channels, while the physi-
cal models use some important physical parameters
to provide a reasonable description of the MIMO
channel characteristics and the surrounding scatter-
ing environment. The MIMO channel models will be
reviewed respectively on the basis of the classification
in this paper. Some of the MIMO channel models are
discussed in detail, while the rest are touched upon
briefly. We will also study and discuss the relation-
ships between different MIMO channel models. Mea-
surement results are presented to make comparisons
with some proposed models. Finally, we conclude and
make a few suggestions for future research.

Copyright © 2002 John Wiley & Sons, Ltd.
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Fig. 1. Illustration of an MIMO system, the transmitter
has M antenna elements and the receiver has N antenna
elements.

2. MIMO Channel Modeling

2.1. Data Model

Figure 1 shows an MIMO system with M transmit
elements and N receive elements. For the above
MIMO propagation channel, the baseband input-
output relationship can be expressed as

y(1) = H(7) * s(t) + n(r) ey

where s(¢) is the transmitted signal, y(¢) is the
received signal, n(¢) is additive white Gaussian noise
(AWGN) and ‘*’ denotes convolution. Here H(¢) is
an N by M channel impulse response matrix.

If the signal bandwidth is sufficiently narrow so
that the channel can be treated as approximately
constant over frequency (frequency flat channel), the
corresponding input-output relationship simplifies to

y=Hs+n 2)

where H is the narrowband MIMO channel matrix.

In many cases (e.g. Reference [1]), the elements
of narrowband MIMO channel matrix are assumed
to be independent and identically distributed (IID) to
study the MIMO channel capacity. In reality, how-
ever, because of insufficient spacing between antenna
elements and limited scattering in the environment,
the fading is not always independent, causing a lower
MIMO channel capacity compared to the ideal, IID
case. Therefore, the proposed MIMO channel models
should take this effect into account.

2.2. Model Classification

The modeling of the channel impulse response H(z)
(for the wideband system) or channel matrix H (for
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the narrowband system) is critical for the simula-
tion of the MIMO communication systems and has
attracted much interest recently. Several works have
been reported in this area and the proposed models
can be classified in different ways.

Wideband Models vs. Narrowband Models. The
MIMO channel models can be divided into the wide-
band models and the narrowband models directly
by considering the bandwidth of the system. The
wideband models treat the propagation channel as
frequency selective, which means that different fre-
quency sub-bands have different channel responses.
On the other hand, the narrowband models assume
that the channel has frequency nonselective fading
and therefore, the channel has the same response over
the entire system bandwidth. Wideband MIMO chan-
nel models can be found in References [20—26] while
References [27—-34] treat narrowband models.

Field Measurements vs. Scatterer Models. To
model the MIMO channel, one approach is to mea-
sure the MIMO channel responses through field
measurements. Some important characteristics of the
MIMO channel can be obtained by investigating the
recorded data and the MIMO channel can be mod-
eled to have similar characteristics. Models based on
MIMO channel measurements were reported in Ref-
erences [20-23,29-31]. An alternative approach is
to postulate a model (usually involving distributed
scatterers) that attempts to capture the channel charac-
teristics. Such a model can often illustrate the essen-
tial characteristics of the MIMO channel as long as
the constructed scattering environment is reasonable.
Examples of the scatterer models can be found in
References [27,28].

Nonphysical Models vs. Physical Models. The
MIMO channel models can be divided into the non-
physical and physical models. The nonphysical mod-
els are based on the channel statistical characteristics
using nonphysical parameters. In general, the non-
physical models are easy to simulate and provide
accurate channel characterization for the situations
under which they were identified. On the other hand,
they give limited insight to the propagation char-
acteristics of the MIMO channels and depend on
the measurement equipment, for example, the band-
width, the configuration and aperture of the arrays, the
heights and responses of transmit and receive anten-
nas in the measurements. The influence of the channel
and measurement equipment on the model cannot be

Copyright © 2002 John Wiley & Sons, Ltd.

separated. Another category are the physical models.
In general, these models choose some crucial phys-
ical parameters to describe the MIMO propagation
channels. Some typical parameters include Angle of
Arrival (AOA), Angle of Departure (AOD) and Time
of Arrival (TOA). However, under many propagation
conditions, the MIMO channels are not well described
by a small number of physical parameters and this
makes it difficult, if not impossible, to identify and
validate the models. For instance, it was shown in
Reference [35] that one might get a false AOA dis-
tribution through an artifact stemming from the mea-
surement and identification procedure. Although one
attempts to separate the propagation channel from the
measurement equipment (antenna responses, configu-
ration etc.) to allow extrapolation to other conditions,
the model always contains some prejudice (e.g. point
source assumptions) related to the conditions under
which the model was identified. This always puts
limitations on the model, which must be taken into
account.

In this paper, we follow the last classification
approach. The MIMO channel models are divided
into two categories, that is, the nonphysical and
physical modeling approaches. We will discuss these
two groups of models in the following two sections
respectively.

3. Non-physical MIMO Channel Models

3.3. IST METRA Project

Under the European Union IST METRA (Multiele-
ment Transmit Receive Antennas) project, an indoor
measurement campaign was carried out in Aalborg,
Denmark at a carrier frequency of 2.05 GHz. A
stochastic MIMO radio channel model for non-line-
of-sight (NLOS) scenarios was proposed on the basis
of the power correlation matrix of the MIMO radio
channel [20,21].

Let M be the number of transmit antennas and N
be the number of receive antennas. In the proposed
wideband model, the MIMO channel without noise is
expressed as

L
H@o =) Hé(r—1) (3)
=1

where H(t) is the N x M matrix of channel impulse
responses and H; is the matrix of complex channel
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coefficients at time delay t;.

Hj” H?z HEM
H,, H, ... H,

H=| . . ] 4)
H\, H\, ... HYy

Moreover, the complex valued transmission coeffi-
cients are assumed to be zero-mean complex Gaus-
sian and have the same average power p;. The coeffi-
cients are independent from one time delay to another.

To construct the MIMO channel model, the correla-
tion between different pairs of complex transmission
coefficients need to be taken into account. The spatial
correlation coefficients at the transmitter and receiver
are considered in the proposed model,

Tx Y A
Py =< oy 175 | Hoypy 17> &)
R Lo gl 2
lonfnz =<| H}’llm | ’ I Hn2m | > (6)
where pl¥, . p® denote the power correlation coef-

ficients at the transmitter and receiver, respectively.
The correlation coefficient is defined as

Elab] — E[a]E[b]
V/(Ela*] — E[aP)(E[P*] — E[b]Z()7)

p=<ab>=

where E[-] denotes the expected value. Note that in
this definition the spatial correlation on one side is
assumed to be independent of the antenna elements
on the opposite side.

It is claimed in Reference [21] that it can be shown
theoretically [36] that the spatial cross correlation
coefficient can be expressed as the product of the
spatial correlation at the transmitter and receiver,
that is,

nym; __ 1
pnzmz _<| Hmm;

P HY L P>= ot ok (8)

namy

In matrix form, this can be written as
Py =P @ P& 9)

where ‘®’ denotes the Kronecker product, Py is the
power correlation matrix of the MIMO channel, PZ,X
and PEY are the power correlation matrices seen from
the transmitter and receiver, respectively.

Given the above spatial correlations, the MIMO
radio channel can be easily simulated as

vec(H;) = /piCa, (10)

where vec(-) denotes the vectorization operation (stac-
king the columns of the matrix into a vector) and a; is

Copyright © 2002 John Wiley & Sons, Ltd.

a column vector with IID zero-mean complex Gaus-
sian elements (M N by 1). C is the symmetric mapping
matrix and the (x, y)th element of CC” equals the root
of the power correlation coefficient between the xth
and yth element of H;, where (-)7 denotes transpose.
The average power p; can be decided by the power
delay spectrum (PDS).

Narrowband MIMO channels, that is, L = 1 were
generated from the model and compared with mea-
sured data on the basis of the cumulative density
function (CDF) of the eigenvalues. It was reported
that the simulated channels agree well with the mea-
surements.

One drawback of the above model is that the
phase relationship between transmission coefficients
is lost since the power correlation coefficients do
not take the phase information into account. In Ref-
erence [21], it was suggested to multiply a phase
steering diagonal matrix W(¢p,) after the convolu-
tion between the MIMO channel impulse response
and the transmitted signal; therefore, the received sig-
nal without noise can be written as

¥ = W(g) / H(Ds( — D)de (i

where the diagonal elements of the diagonal matrix
W(¢y,) provide the average phase-shift information
relative to the first receive element and ¢, is the
mean azimuth AOA.

3.2. IST SATURN Project: Narrowband Model

In Bristol, an indoor measurement campaign was con-
ducted under the EU IST SATURN (Smart Antenna
Technology in Universal bRoadband wireless Net-
works) project [7]. On the basis of the first and second
order moments of the measured data, a narrowband
statistical model for NLOS MIMO propagation chan-
nels was presented in References [29,30].

It was found [29,30] that in the typical NLOS sce-
narios, the channel coefficients are zero-mean com-
plex Gaussian. Furthermore, it was reported that the
channel covariance matrix can be well approximated
by the Kronecker product of the covariance matrices
seen from both ends for such cases, that is,

Ry =R} @ R¥ (12)

where Ry is the channel covariance matrix, RZ,’“ and
RE are the covariance matrices at the transmit and
receive side, respectively.

Rl = E[(W'h)"], fori=1,...,N (13)
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R = Elh™), forj=1,....M (14)
Ry = E[vec(H)vec” (H)] (15)

where h; is the ith row of H, h/ is the Jjth column of
H and ()7 is the complex conjugate transpose.

In Reference [37], the same structure was pro-
posed in which the amplitude correlation was verified
using the WiSE ray-tracing simulator. It is obvious
that the expressions in (9) and (12) are related. In
Equation (12), the channel covariance matrix is used
instead of the power correlation matrix; therefore,
Equation (12) provides the phase information of the
MIMO propagation channel. The structure (12) was
also discussed in the 3GPP (3rd Generation Partner-
ship Project) meeting [38].

Assuming that the channel coefficients are zero-
mean complex Gaussian, the first and second order
moments of the MIMO channel are enough to char-
acterize the propagation channel [39]. It is easy to
show from Equation (12), as in Reference [26], that

H = R{)'*GR7)'? (16)

where G is a stochastic N by M matrix with IID
CN(0, 1) elements. Here, (-)!/? denotes any matrix
square root such that RY/2(R!/2)# = R. This model
was first conjectured in Reference [40] to study the
channel capacity. Notice that this model is also a spe-
cial case of the model suggested in Reference [28];
we will revisit this shortly.

3.3. IST SATURN Project: Wideband Model

A wideband NLOS MIMO channel model was pro-
posed in References [22,23] on the basis of the same
sets of measured data. It was reported that for each
tap, the normalized MIMO channel covariance matrix
can be well modeled by the Kronecker product of the
covariance matrices at both ends, that is,

R, =R, ® R, (17)

where the channel covariance matrix of the /th tap of
MIMO channel-impulse response R;,, the covariance
matrix of the /th tap seen from the transmit side
R}, and the covariance matrix of the /th tap seen
from the receive side Rk are defined similarly as in
Equations (15), (13) and (14).

Assume that the taps are independent zero-mean
complex Gaussian, the /th tap of the wideband MIMO
channel impulse response can be modeled as

H, = R;)'"*G/(R})"? (18)

Copyright © 2002 John Wiley & Sons, Ltd.

where H; is the /th tap of MIMO channel impulse
response H and G; is the matrix with IID zero-mean
complex Gaussian elements of power p;. The power
of the Ith tap, p,, can be determined from the average
power delay profile.

Finally, it should be noted that the elements of G
can be modeled by different SISO models [17,16,11];
therefore this wideband statistical model is flexible
to different model requirements and scenarios. One
example can be found in Reference [22] in which
a tapped delay line SISO model [17] was combined
with this wideband model.

4. Physical MIMO Channel Models

4.1. One-ring and Two-ring Models

In References [27,41], the narrowband ‘one-ring’ and
‘two-ring’ models were presented. Next, we will
discuss these two models, respectively.

In the one-ring model, the base station (BS) is
assumed to be elevated and therefore not obstructed
by local scattering while the mobile station (MS) is
surrounded by scatterers. No line-of-sight (LOS) is
assumed between the BS and MS. Figure 2 illustrates
this scenario in which T, is the pth antenna element
at the BS, R, is the nth antenna element at the MS,
D is the distance between the BS and MS, R is the
radius of the ring of scatterers, « is the AOA at the
BS, and y is the angle spread. Since D and R are much
larger than the spacing between antenna elements,
y & arcsin(R/D). Denote the effective scatterer on
the ring by S(0) and let 8 be the angle between the
scatterer and the array at the MS. In the model, it is
assumed that S(0) is uniformly distributed in 6 and
the phase shift, ¢(9), associated with each scatterer,
S(6), is distributed uniformly over [—m, 7). Each ray
is further assumed to be reflected only once and all
rays reach the receive array with the same power.

Suppose there are K effective scatterers S(6),
k=1,2,...,K distributed on the ring, the complex

~

d::g.-—-—»
|
\
<

Fig. 2. Illustration of the one-ring model.
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channel coefficient between the pth elements at the
BS and nth element at the MS can be expressed as

Zexp{

+Ds)—rn) + j¢(9k)} (19)

(DTp—>S(0k)

where Dy_,y denotes the distance between X and
Y and X is the wavelength. Because of the central
limit theorem, when the number of scatterers becomes
large, the channel coefficient is Gaussian distributed.
The covariance between H , ,, and H, ,, is given by

Zexp{

—Dry— 5060 + Ds@y—rn — DS(G;{)ﬁRm)} (20)

E[H,,H?, (Drp»swk)

In general, Equation (20) has to be evaluated by
numerical analysis. However, when the angle spread
y is small, some approximation can be made and it is
possible to get some insights of the MIMO channel
properties. The readers may refer to Reference [27]
for more discussions about this issue.

The two-ring model assumes that both the BS and
MS are surrounded by scatterers. This can be the case
for indoor wireless communications. An illustration
of the two-ring model is shown in Figure 3. Notice
that in this model, each ray is reflected twice and the
channel coefficient for the two-ring model is

K1 K2

1
H,,= MZZexp{

2
J= —Dr1p-5,60)
=1 1=1

+Ds,6,)—5,0) + Dsy0)—rn) + jdr1(c) + j¢z(ﬂ)}
(21)

The difficulty in this model is that the signals reflected
by the scatterers at the receive side are possibly
not independent. Even if the numbers of scatter-
ers, K; and K, go to infinity, the channel coeffi-
cient is still not zero-mean complex Gaussian. There-
fore, the channel covariance matrix cannot completely

Fig. 3. Illustration of the two-ring model.

Copyright © 2002 John Wiley & Sons, Ltd.

describe the MIMO channel. It was suggested in Ref-
erence [41] to generate the channel realizations using
ray-tracing method (21) and to investigate the chan-
nel properties by Monte-Carlo simulations.

4.2. Von Mises Angular Distribution

Similar to the one-ring model, a narrowband model
was proposed in References [32,33] that uses the von
Mises angular probability density function (PDF) as
the angular PDF at the mobile side and takes the
Doppler spread into account. Figure 4 illustrates this
model. Assume that the angle spread at the BS,
y is small and D > R > max(d,, d,,) where d,
and d,, are the element spacing at the BS and
MS, respectively; the cross covariance between two
normalized channel coefficients can be approximated
as follows: [32]

21 2
E[H p,(OHY, (1 + 7] = /0 exp{%[dpqy

x sin(e)- sin(@) + d,mcos(@ — B)] — j2nfp

Jj2md p, cos(a) }

x [cos(® — ¢)]r} p(0)doexp { 5

(22)

where fp = v/A is the Doppler shift, v is the speed
of the MS, ¢ is the moving direction of the MS,
and T is the relative time difference between the two
links H ,, , and H , ,. Note that this narrowband model
includes information of temporal variations.

Compared with some previously measured data, it
was reported in Reference [42] that the von Mises
angular PDF is a good model for the angular PDF,
p(0). The von Mises PDF is defined by

explx cos(@ — w)]

PO ==

where 1 (-) is the zero order modified Bessel function
and p is the mean AOA at the MS. The parameter «
can be chosen between 0 (isotropic scattering) and
oo (extreme nonisotropic scattering). Inserting the

0el—mm 23)

w©
[92]
=
wn

<

=X

Fig. 4. Illustration of the model using von Mises angular
distribution.
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von Mises PDF to Equation (22) and calculating the

integral [43], the covariance can be written as [32]

expljcpq cos(oz)]lo({K2 2
1,(x)

— b}, — Co ¥ Sin* (@) + 2aby,, cos(B — ¢)

nm

+ 2¢ gy sin(a)[a sin(@) — by, sin(B)] — j2«

E[H,,OH],(t+ 1] =

X [acos(u — @) — by cos(u — B) — cpqy sin(a)
x sin(u)1}'/?) (24)

where a =2nfpt, b,y = 2nd,,/) and cp, =27
d pq/A. Notice that this model was extended in Ref-
erence [33] to include the LOS component.

One important advantage of using the von Mises
angular distribution is that it gives a closed-form
expression and therefore, can be used to study the
channel covariance analytically. As an example, a 2 x
2 setup MIMO channel was studied [32] for the val-
idation of the Kronecker structure in Equation (12).
It was reported [32] that as the spacing of antenna
elements increases, the normalized model error of the
Kronecker structure does not decrease monotonically,
which indicates the existence of local maxima. Fur-
thermore, it was found that only for some specific
antenna element spacings, the model error becomes
zero and when the spacing is large, the model error
is negligible.

4.3. Distributed Scattering Model

This narrowband model was proposed in Refer-
ence [28] to describe outdoor MIMO propagation
channels. Figure 5 illustrates an NLOS outdoor prop-
agation scenario. Assume there are M transmit ele-
ments and N receive elements. Both the transmitter
and receiver are obstructed by the surrounding scat-
terers where the distance between the scatterers and
transmitter/receiver is large enough so that the plane
wave assumption holds.

Assume there are S scatterers on both the trans-
mitter and receiver in which S is large enough to
have random fading. The scatterers at the receive side
can be seen as a virtual array between the transmitter
and receiver. The MIMO channel transfer function is
given by

1
H= =R, GRS sGR) (25)
where —= is a normalization factor, G, (S by M) and
G, (N by §) are random matrices with IID zero-mean
complex Gaussian elements. Ry, 4,, Rg 2p,/s, Ry, 4,
are the correlation matrices seen from the transmitter,

Copyright © 2002 John Wiley & Sons, Ltd.

Fig. 5. Illustration of the distributed scattering model.

virtual array, and receiver, respectively. Notice that
Equation (25) does not give Gaussian distribution
unless Ry »p /s has a high rank.

For uniformly distributed AOAs, the (m, k)th ele-
ment of the correlation matrix can be expressed
as [44-46]

s

| 2
[Rodlmx = 5 Z

—1
—2m j(k—m)d cos (l
S (S
s
= 7

2 +9’> (26)

where S should be odd, d is the array element distance
and 6; is the AOA of the ith scatterer. It is further
assumed that the mean AOA is at the bore-sight of the
array for the simplicity of the model. Note that other
kinds of AOA distributions [46] can also be used but
will lead to different expressions of the correlation
matrix Ry 4.

In general, when the angle spread of the AOA is
small and/or the array interelement distance is small,
the correlation matrix will lose rank. On the contrary,
for large angle spread and/or large interelement dis-
tance, the correlation matrix will converge to the iden-
tity matrix, that is, a full rank matrix. Therefore, if the
correlation matrix at the transmit and/or receive side
is of low rank, then from Equation (26), the MIMO
radio channel will be of low rank. The opposite, how-
ever, is not the case. Even if both the correlation
matrices at the transmit and receive side are of high
rank, the rank of channel matrix is still controlled by
the correlation matrix of the virtual array, Ry, 2p, /s.
The matrix Ry, 2p,/s is determined by the angle
spread, 6;, and the spacing of the receive scatterers.
The angle spread for the virtual array is defined by

tan(6,/2) = D,/R 27)

When the distance R is large compared with the
product of D;, D,, the virtual array correlation matrix
will be of low rank and consequently the MIMO

Wirel. Commun. Mob. Comput. 2002; 2:653—-666
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channel will be of low rank. This effect is termed the
‘pinhole’ effect in Reference [28]. Note that the same
effect was reported in Reference [47] but with the
name the ‘keyhole’ effect. However, no observations
of ‘pinhole’ effect from field measurements have been
referenced or reported in the literature.

Consider extreme cases in the low-rank region
where the correlation matrix Ry »p /s is an all one
matrix. In such a case, the channel matrix becomes
rank one and the multiplexing gain is lost. On the
other hand, in the high-rank region, Ry »p /s con-
verges to the identity matrix. Using the central limit
theory, it is easy to show that when the number of
scatterers at both sides is sufficiently large, the chan-
nel matrix approaches the model in Equation (16).

4.4, Extended Saleh—Valenzuela Model

In Reference [11], a wideband SISO multipath chan-
nel model was proposed for the indoor scenario on
the basis of the indoor measurements. The multi-
path components were observed to arrive in groups
and therefore, the scatterers could be separated into
clusters. Including the statistics of AOA and AOD,
the Saleh—Valenzuela Model was extended to MIMO
channels in Reference [31]. A narrowband MIMO
channel model was then derived to compare with the
measured data. Figure 6 shows the model parameters
for a single cluster in the extended Saleh—Valenzuela
model.

Suppose there are L clusters and each cluster
has K rays, the directional channel response can be
expressed as [31]

L—-1K-1

1
het.6T) = —=3 > pud®’ — O] — o))
=0 k=0
x8(0% — OF — wl) (28)

where 87 and 6% are the transmit and receive angle,
Bu is the complex ray gain, ©F and OF are the mean
transmit and receive cluster arrival angles, and o},
and wf are the relative transmit and receive angles

for the kth ray in the /th cluster. On the basis of

Receiver Transmitter

T T
(xm’ym

Fig. 6. Model parameters for a single cluster in the
extended Saleh—Valenzuela model.

Copyright © 2002 John Wiley & Sons, Ltd.

the measured data, it was proposed in Reference [48]
to use a two-sided Laplacian distribution for the ray
AOA/AOQD, that is,

) (29)

p(w) = \/150 exp <—

where o is the angular standard deviation.

The rays in each cluster are assumed to be zero-
mean complex Gaussian with power | f; |*. The clus-
ter amplitude is Rayleigh distributed with E{| g; |*} =
exp(—T,/T"), where I is the cluster decaying constant
and T, is the arrival time of the /th cluster [11,48].
On the basis of the above assumptions, the coeffi-
cient of the narrowband channel matrix is given by
Reference [31]

V2w

Hyp = / WE@ @GR, 6TYW! (67)do" ao® (30)
2w J 21w

where W/ (0) = G? expl jl/f;’; (0)], GI is the antenna
gain pattern, /' (0) = 2[x} cos(6) 4y} sin(0)], P €
{T, R}, and g € {m, n}.

A narrowband indoor MIMO channel measure-
ment campaign was carried out and the data were
collected from different measurement scenarios. All
the scenarios showed rich scattering. The proposed
model was compared with the models proposed in
References [21,29,30] and better agreement with the
measured data based on the channel capacity PDF,
was reported. However, the reader should notice that
since the data were collected from different scenarios,
the power correlation matrix and channel covariance
matrix might vary from one scenario to another. If
this is not taken into account, the models in Refer-
ences [21,29,30] will, of course, be less accurate.

4.5. COST 259 Directional Channel Model

A directional channel model developed by the Euro-
pean research initiative COST 259 was reported in
Reference [25] and can be used to model differ-
ent MIMO propagation channels. Suppose that the
received impinging waves are plane and there are L
impinging waves at the receiver. The double direc-
tional channel impulse response (DDCIR) can be
expressed as [25]
L(7)
h(F, 7,08, 07) = Zh,(?, 7, 0%, 67) 31)
=1
where 7 denotes the location of the receiver with
respect to the transmitter, T is the time delay, oR
and 07 is the corresponding AOA and AOD at the
receiver and transmitter, respectively. i (7, T, 6, 67)

Wirel. Commun. Mob. Comput. 2002; 2:653—-666



MIMO CHANNEL MODELING 661

is the channel response of the /th impinging wave.
Notice that the clustering effect can be included [25]
by some minor modification of Equation (31).

Given the positions of the mth transmit element
and the nth receive element measured from any
fixed reference point on the corresponding array, the
DDCIR between these two elements is given by

L(7)
H o, 7, 08, 67) = ZHfm(z 7,0k 6Ty  (32)
I=1
where H! (7, 7, 0%, 67) equals to iy (7, , 0%, 67) with
a certain phase shift, which depends on the positions
of both the transmit and receive elements.

Assume 7 = 7(t), which is time dependent and the
scatterers are stationary, this will give a time-variant
DDCIR, H,,(t, t, 0%, 67). The nonangle resolved
channel impulse response can then be derived as [25]

Hom(t, 7) = / GRO™H (2, T, 0%)aO" (33)
gR

where GR(6R) is the complex antenna pattern for the
nth receive element and

Houn(t, 7, 6%) = / G (OT)H (1, T, 0%, 07)dOT (34)
9T

where GT (67) is the complex antenna pattern for the
mth transmit element.

To simulate the channel, a layered approach was
proposed in Reference [25] where different environ-
ments have been separated into three levels. The top
level is the cell type and each cell type includes a
number of radio environments (second level). For
each radio environment, some propagation scenarios
(third level) have been identified. The parameters in
the second level are referred to as Global Parameters
(GPs), while those in the third level are called Local
Parameters (LPs). In general, the propagation envi-
ronment can be described by a number of external
parameters, such as the frequency band, the height of
BS and MS. The GPs are usually a set of PDFs and/or
statistical moments characterizing the specific propa-
gation environment. The parameters of the impinging
waves are a possible set of LPs. The GPs are deter-
mined by the field measurements and decide the sta-
tistical properties of the LPs. See Reference [25] for
more details about the model parameters and imple-
mentation aspects.

4.6. EM Scattering Model

A physical MIMO model was presented in Refer-
ence [26] on the basis of Electromagnetic (EM) con-
siderations. Both the properties of the channel and the

Copyright © 2002 John Wiley & Sons, Ltd.

antennas were taken into account. In the uplink case,
let the waves transmitted from the MS be reflected
once by the surrounding effective scatterers (includ-
ing some properties of multiple scattering) before
reaching the BS, the channel impulse response for
the link between the pth element at the MS and the
nth element at the BS is given by

K sinclo(t — )] . .
H,,@t 1) = Z = Gr(rm,s)

k=1 (| ?m,,sk || ?skb,, |)
XGR(_;skb,, )§R(_;skb,, )Skg_bT (;m,,sk) (35)

where K is the number of scatterers, w is the system
bandwidth, and = (| 7,5, | + | 7, |)/c. Here, ¢
is the speed of light in the surrounding medium. Let
7mpxk be the vector from the mobile element p to the
kth scatterer and let ?ka“ be the vector from the kth
scatterer to the nth element at the BS. The scattering
dyad is denoted S; and contains the amplitude and
direction information, G¢(-) is the transmit antenna
element pattern, and gr(-) is the orientation of the
transmitted field. Also, let Gg(-) and gr(-) be the
same functions but at the receive side. Note that it is
straightforward to extend this model to the downlink
scenario.

For a narrowband MIMO system, the channel coef-
ficient can be simply obtained by replacing the sin c(-)
function in Equation (35) with a phase shift, e IOtk
where o, is the carrier frequency of the system.

This model includes the antenna polarization prop-
erties through the antenna functions. It is a function of
time and thus reflects the time evolution of the MIMO
channel. Therefore, the Doppler shift is implicitly
included in this model. One disadvantage might be to
derive the scattering dyad Sk, since one must consider
the properties of the effective scattering objects that
include the effects of multiple reflections and this will
influence the accuracy and complexity of the model.
Note that if the scatterers are too close to the BS or
MS, the near field effect should also be considered.

4.7. Virtual Channel Model

Suppose there are K scatterers (within one cluster)
between the transmitter and receiver, one physical
MIMO channel model for this cluster is [24]

K
H=>" par(¢roal (¢r.) (36)

k=1

where B is the path gain for the kth scatterer. Let ¢r
and ¢g ; be the AOD and AOA, respectively. Assume
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both the transmit and receive arrays are uniform linear
arrays (ULAs), the impinging waves are plane. The
array response vectors at both sides are given by

ar(pri) = [1,e7 /7270, e 2rM=Dor T (37)

ag(pry) = [1, e /20ri e /2nWN=Dki]T (38)

where O =d;sin(¢ri)/A, and Ogy =d,sin
(¢r.k)/A. The wavelength is A, and d, and d, are the
element spacings of the transmit and receive array,
respectively. In matrix form, Equation (36) can be
written as

H = AxHpAY (39)

where Ay = [ap(¢r.1), ..., ar(dr k)] is a M by K
matrix, Ap = [aR((f)R,]), ...,agp(Prk)] is a N by
K matrix and the K x K diagonal matrix Hp =
diag(Bi, . .., Bk). This model, however, is nonlinear
in ¢r; and ¢p .

On the basis of the limited spatial resolution of the
transmit and receive array, a linear model called vir-
tual channel model was presented in Reference [34].
In the model, the virtual AOD, vr,, and virtual AOA,
Yr,, from different scatterers are fixed according to
the number of elements at both sides, that is,

.y [ aph . 1 [ bgh
Yr,p, = sin wd ) Vg, = Sin Nd (40)
t r

where a; = —(M — 1)/2,..., (M — 1)/2 when M is
odd and @; = —M/2, ..., M /2 when M is even. b; =
—(N—-1)/2,..., (N —1)/2 when N is odd and b; =
—N/2,...,N/2 when N is even.

The MIMO channel matrix can be modeled as

N M
H= Z Z Hy (p, 9)ar(Yr g)a Yz, )

g=1 p=1
= AgHyAY 41)

where Hy is the virtual channel representation, AT
and Ay are defined similarly as in Equation (39). Note
that both AT, AR are unitary matrices and Hy is no
longer a diagonal matrix in general.

This model is similar in spirit to the beamspace
method used in array signal processing. For the
MIMO channel with L distinct clusters, the channel
can be separated into L parallel virtual channels [34],
that is, Hy(i),i = 1, ..., L. The rank of the channel
matrix H is bounded by the sum of the ranks of the
virtual channel matrices Hy (i) and the channel capac-
ity is the superposition of the capacity for each virtual
channel.

Copyright © 2002 John Wiley & Sons, Ltd.

5. Measurement Results

In this section, we present some indoor MIMO chan-
nel measurement results from the IST SATURN
project and compare these results with some pro-
posed models. More details about the measurements
and data-processing procedures can be found in Ref-
erences [23,29,30].

The measurements were carried out using the
Medav RUSK BRI vector sounder, which has an
eight-element omnidirectional ULA at the transmit
side and an eight-element ULA with 120° beamwidth
at the receive side (for pictures, see Reference [7]).
The distance between the neighboring elements was
0.5A. Coherence between the transmitter and receiver
was maintained by a cable connection.

The measurements were centered at 5.2 GHz with
120 MHz bandwidth. The whole bandwidth was
divided into 97 narrowband frequency subchannels
and a periodic multifrequency signal was sent over
the entire bandwidth. The channel response was esti-
mated and recorded in the frequency domain at the
receive side. Although both the LOS and NLOS sce-
narios were measured, only the results from the typi-
cal NLOS scenarios are considered, where the trans-
mitter was located at five different positions (Tx11-
Tx15) in a computer room while the receiver (Rx3)
was located at the corner of another large modern
office with cubicles. Although people were moving
around in the vicinity of the measurement equipment,
the measured MIMO channel was still quite static
over the whole measurement time (5.3 s). By treating
pairs of neighboring antenna elements and/or differ-
ent frequency subchannels (if possible) as different
channel realizations, the statistical characteristics of
the NLOS MIMO indoor channels were studied. In
the following section, we use the transmitter location
Tx13 as an example; similar results are found for the
other four transmitter locations.

5.1. Narrowband MIMO Channel

Figures 7 and 8 show the histogram of the enve-
lope of MIMO channel coefficient and the CDF of
the phase of MIMO channel coefficient, respectively.
It is observed that the envelope is well described
by a Rayleigh distribution and the phase by a uni-
form distribution over [—m/2,m/2]. Therefore, the
channel coefficient is modeled by a zero-mean com-
plex Gaussian random variable in these NLOS sce-
narios. For nonphysical models, this result means
that the assumption about complex Gaussian chan-
nels is valid. While for physical models, the one-ring

Wirel. Commun. Mob. Comput. 2002; 2:653—-666



MIMO CHANNEL MODELING 663

0.03

0.025

0.02

0.015

3 35 4
Envelope of one channel coefficient

Fig. 7. Histogram of the envelope of one channel
coefficient for NLOS indoor MIMO scenario (Tx13-Rx3)
and the fitted Rayleigh distribution envelope (normalized).
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Fig. 8. CDF of the phase of one channel coefficient and
the CDF of the uniform distribution within [—180°,180°]
(Tx13-Rx3).

model (each ray is reflected only once) is reason-
able for the indoor scenarios. However, the two-ring
model (reflected by the scatterers twice) appears to
be unsuitable for such scenarios.

The Kronecker structure (12) of the normalized
channel covariance matrix is investigated and com-
pared with the results of an optimal Kronecker fac-
torization [30]. It is shown in Table 1 that the approx-
imation (12) is quite accurate and it is very close
to the optimal factorization of the channel covari-
ance matrix. In Table 1, X and Y are the positive
definite Hermitian matrices resulting from the Kro-
necker factorization of the channel covariance matrix,
(T) denotes sample covariance matrix, and the model

Copyright © 2002 John Wiley & Sons, Ltd.

error V is defined as

IA =Bl
YA B) = —— (42)
IAllF
where || - || is the Frobenius norm.

To further verify the model in Equation (16), the
channel matrix H is then simulated according to
Equation (16) and the corresponding channel capacity
is compared with the measured data based on the CDF
curve. The results are shown in Figure 9. As a refer-
ence, the capacity for the IID channel is also included
in the same figure. It is shown that this narrowband
statistical model tracks the measured results quite
well. The measured data agrees with the model (16),
which is also a special case of the distributed scat-
tering model (25). However, the ‘pinhole’ effect was
not observed from the measurement results.

5.2. Wideband MIMO Channel

The same sets of data as mentioned above are
used and the MIMO channel impulse responses
are obtained by using inverse Fourier transform
with Hanning windowing. Each channel has 20 MHz
bandwidth and therefore there are six parallel MIMO

Table I. List of Model Errors (Tx13-Rx3).

2x2 3x3
YRy, X®Y) 0.76% 4.52%
YRy, R @ RE) 0.86% 4.79%
W(RE, X) 0.40% 1.74%
W(REY Y) 0.03% 1.60%

100

1 Statistical model
il — Measured data

: [Foos - - = IID channel
e fforo o

.....

Cumulative density function

5 10 15 20 25
MIMO channel capacity (bits s~ Hz™!)

Fig. 9. Cumulative density function of channel capacity
(Tx13-Rx3) for measured data, statistical model and 11D
MIMO channel. The signal-to-noise ratio (SNR) at the
receive side is 20 dB. The power is equally allocated to
the transmit elements.
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channels for the whole 120 MHz measurement band-
width. These six parallel MIMO channels are treated
as different channel realizations to increase the num-
ber of MIMO channel impulse responses. The model
errors of the Kronecker structure for each tap (17) are
calculated and compared with the optimal Kronecker
factorization. Figure 10 shows the model errors for
the 3 x 3 setup. Note that only those taps with sig-
nificant power are displayed. It can be seen from the
figure that the average model error for the 3 x 3 case
is below 10% (for 2 x 2 case, the average model error
is below 5%) and therefore the covariance matrix of
each tap of the MIMO channel can be approximately
modeled by the Kronecker structure. Furthermore, it
is observed that the channel covariance matrices for
those taps with significant power have relatively sta-
ble amplitudes while the phases are quite different.
This phenomenon, however, still needs to be studied
further.

The MIMO channel impulse responses are gen-
erated according to the model in Equation (18) and
Fourier transform is used to transform the simulated
impulse responses back into the frequency domain
and the capacity of the narrowband MIMO channel
is compared with that from the measured data (aver-
aged in frequency domain for both cases and also over
spatial domain for the measured data), see Figure 11.
In both cases, there is reasonably good agreement
between the measured data and the proposed wide-
band model (18).

6. Conclusions and Future Work

In this paper, we review some published works con-
cerning MIMO channel modeling. Models are divided

0.12
0.11

0.1
0.09 K>
0.08
0.07 ; ,
0.06 |-
0.05 ; ; ;

— Optimal factorization

Model errors (normalized)

0.04 -+ - — Measured data
e s
0.02 i i i i i
1 2 3 4 5 6 7
Tap index

Fig. 10. Model errors of the Kronecker structure
(normalized). The data set used is Tx13-Rx3 and the
bandwidth of the channel impulse response is 20 MHz.
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Fig. 11. CDF of narrowband channel capacity
(normalized) for measured data (Tx13-Rx3), wideband
model and IID MIMO channel. The power is equally

allocated to the transmit elements, the SNR at the receive
side is 20 dB.

into nonphysical and physical approaches. In the
paper, the nonphysical models are all based on indoor
MIMO channel measurements. Multiplicative struc-
tures of either the channel covariance matrix or the
power correlation matrix are exploited to model the
MIMO channel. Most of the physical models, on the
other hand, postulate a scattering environment and
derive an MIMO channel model involving scatter-
ing parameters. Still, an accurate description of the
cross correlation between pairs of channel coefficients
is one of the important modeling aims. In Refer-
ences [25,31], two parametric physical models were
proposed in which the characteristics of the param-
eters are based on the results of the previous field
measurements. The relationships between these dif-
ferent models are discussed in the paper.

Further research is required in this area. The fol-
lowing issues deserve more thorough investigation:

1. Initial simulations by the authors show that the
one-ring model does not obey the Kronecker struc-
ture as shown in Equation (12). Model errors are
large when both the BS and MS have high covari-
ances between neighboring antenna elements. Sim-
ilar simulation results are reported in Reference
[49] using EM scattering model to simulate both
microcell and indoor environments. The two-ring
model has this structure, however, the channel
coefficients are not random Gaussian variables.
Therefore, theoretical analysis of the nonphysi-
cal models and validation of the physical models
from measurements are required to bridge the gap
between these two groups of models. A validated
physical model can greatly reduce the number of
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required measurements on designing MIMO com-
munication systems and thus decrease the R&D
costs.

Most published MIMO channel models assume
NLOS scenarios. However, in some circumstances,
the LOS exists and therefore models that describe
LOS MIMO channels are also necessary One
nature approach is to separate the LOS component
from the NLOS components and model them sep-
arately, for example, by mixing physical and non-
physical model parameters. There are, of course,
other methods to model the LOS channels.

Uptil now, no outdoor MIMO channel models
have been reported on the basis of the MIMO
channel measurements. The outdoor scenarios are
very different from the indoor scenarios. For
instance, in the indoor scenarios, the Doppler shift
is small, while the outdoor scenarios may have rel-
atively large Doppler shift. Therefore, to compare
and validate those models for the outdoor MIMO
propagation channels, the models based on out-
door MIMO channel measurements are necessary.
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