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Abstract

High data rate wireless communications, nearing 1 Gigabit/second (Gbps) transmission rates, is of
interest in emerging Wireless Local Area Networks (WLANs) and home Audio/Visual (A/V) networks.
Designing very high speed wireless links that offer good Quality-of-Service (QoS) and range capability
in Non-Line-of-Sight (NLOS) environments constitutes a significant research and engineering challenge.
Ignoring fading in NLOS environments, we can, in principle, meet the 1Gbps data rate requirement with
a single-transmit single-receive antenna wireless system if the product of bandwidth (measured in Hz)
and spectral efficiency (measured in bps/Hz) is equal to 10°. As we shall outline in this paper, a
variety of cost, technology and regulatory constraints make such a brute force solution unattractive if
not impossible. The use of multiple antennas at transmitter and receiver, popularly known as multiple-
input multiple-output (MIMO) wireless is an emerging cost-effective technology that offers substantial
leverages in making 1Gbps wireless links a reality. This paper provides an overview of MIMO wireless

technology covering channel models, performance limits, coding, and transceiver design.
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I. INTRODUCTION

High data rate wireless communications, nearing 1 Gigabit/second (Gbps) transmission rates,
is of interest in emerging Wireless Local Area Networks (WLANs) and home Audio/Visual
(A/V) networks. Currently, WLANSs offer peak rates of 10 Megabits/s (Mbps), with S0Mbps
to 100Mbps becoming available soon. However, even 50Mbps is inadequate when faced with
the demand for higher access speeds due to the increase in rich media content and competition
from 10Gbps wired LANs. Additionally, future home A/V networks will be required to support
multiple high speed High Definition Television (HDTV) A/V streams, which again demand near
1Gbps data rates. Another challenge faced by WLANs and home A/V environments as well
as outdoor Wireless Wide Area Network (WWAN) systems for fixed/nomadic access is Non-
Line-of-Sight (NLOS) propagation, which induces random fluctuations in signal level, known as
fading.

Designing very high speed wireless links that offer good Quality-of-Service (QoS) and range
capability in NLOS environments constitutes a significant research and engineering challenge.
Ignoring fading for the moment, we can, in principle, meet the 1Gbps data rate requirement if the
product of bandwidth (measured in Hz) and spectral efficiency (measured in bps/Hz) equals 10°.
As we shall describe in the following, a variety of cost, technology and regulatory constraints
make such a brute force solution unattractive, if not impossible. In this paper, we provide an
overview of an emerging technology, known as multiple-input multiple-output (MIMO) wireless
that offers significant promise in making 1Gbps wireless links in NLOS environments a reality.

Several efforts are currently underway to build sub-Gbps NLOS broadband wireless systems.
In WWANS (corresponding standards are currently under development by IEEE 802.16), lospan
Wireless (founded by the first author of this paper and acquired by Intel Corp.) successfully
developed a MIMO wireless system (physical layer and medium access control layer technology)
using Orthogonal Frequency Division Multiplexing (OFDM) modulation for NLOS environ-
ments. The system is designed for a cellular plan with a reuse factor of two and delivers a peak
spectral efficiency of 12bps/Hz. Current chipsets offer 13Mbps goodput in a 2MHz channel.
Future releases will support a goodput of 45Mbps in a 7MHz channel. The system is aimed
at fixed and nomadic/low mobility applications with cell sizes up to 4 miles. In mobile access,

there is an effort under the International Telecommunications Union (ITU) working group to
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integrate MIMO techniques into the High Speed Downlink Packet Access (HSDPA) channel,
which is a part of the Universal Mobile Telecommunications System (UMTS) standard. Lucent
Technologies recently announced a chip for MIMO enhancement of UMTS/HSDPA, but has
released no further details. Preliminary efforts are also underway to define a MIMO overlay
for the IEEE 802.11 standard for WLANSs under the newly formed Wireless Next Generation
(WNG) group. With the exception of Iospan’s product, the other efforts in MIMO technology
are expected to take 3-4 years to reach deployment status. These efforts can serve as a good
learning base for next generation Gigabit wireless systems. In this paper, we outline the value
of MIMO technology in the development of viable Gigabit wireless systems and provide an
overview of this technology.

Organization of the paper. The remainder of this paper is organized as follows. Section II
discusses the design tradeoffs in building Gigabit wireless systems and highlights the leverages
of MIMO technology. Section III introduces a MIMO channel model for NLOS environments.
In Section IV, we study the capacity gains resulting from the use of MIMO technology, while
Sections V and VI review signaling and receiver design for MIMO systems, respectively. Sec-
tion VII explores fundamental performance limits in communicating over MIMO channels. In
Section VIII, we briefly review MIMO-OFDM, an increasingly popular modulation technique
in broadband MIMO wireless channels. We present our conclusions in Section IX.

Notation. The superscripts ©,  and * stand for transposition, conjugate transposition and ele-
mentwise conjugation, respectively. £ denotes the expectation operator while * is the convolution
operator with h(7,t) x s(t) = [ h(r,t)s(t — 7)dr. I, stands for the m x m identity matrix, O

denotes the all zeros matrix of appropriate dimensions. ||A ||z, det(A), and Tr(A) stand for the

Frobenius norm, determinant, and trace respectively, of the matrix A. ||a|| denotes the Euclidean
norm of the vector a. [A];; stands for the element in the i-th row and j-th column of A. For
an m x n matrix A = [a; ay ... a,], we define the mn x 1 vector vec(A) = [al al ... al]T. A

complex random variable Z = X + jY is CN(0,0?%) if X and YV are i.i.d. N'(0,02%/2).

IT1. BUILDING GIGABIT WIRELESS LINKS

As noted in the preceding section, we can, in principle, reach 1Gbps link speed in a standard
single-input single-output (SISO) wireless link by employing sufficiently high bandwidth along

with coding and modulation that achieves the required spectral efficiency. However, there are

November 4, 2003 DRAFT



several problems with such a simplistic approach.

Let us start by discussing how transmit power and receive signal-to-noise ratio (SNR) con-
straints limit the maximum achievable spectral efficiency in SISO links. Firstly, the transmit
power in a terminal used by or located near human beings is limited to less than 1Watt in
indoor environments due to bio-hazard considerations. These limits are about a factor of ten
higher in outdoor tower-based base-stations. Secondly, the peak SNR limit in a wireless receiver
rarely exceeds 30-35dB because of the difficulty in building (at reasonable cost) highly linear
receivers with low phase noise. More generally, the signal-to-noise-and-interference-ratio (SINR)
in cellular systems is capped due to the presence of co-channel interference. It is well known that
aggressive cellular reuse with a low target SINR is advantageous for achieving high multi-cell
spectral efficiency. Also, channel fading in the presence of imperfect power control and peak
power limitations at the transmitter results in the peak achievable SINR being lower than the
received SNR limit of 30-35dB. The average SINR in a cellular reuse scheme lies in the range
of 10-20dB at best. This implies that increasing the spectral efficiency in a SISO NLOS cellular
network beyond a peak value of 4-6bps/Hz (average value of 2-4bps/Hz) is not possible. In pure
Line-of-Sight (LOS) links, practical SISO systems have reached spectral efficiencies of up to
9bps/Hz. However, such systems rely on fixed point-to-point links with very high gain directional
antennas and Fresnel clearance to almost completely eliminate fading. The advantage of high
gain antennas in reducing the transmit power constraint is not available in NLOS environments,
where large angle spread due to scattering can make such antennas highly inefficient.

Let us next consider the implications of simply using the appropriate bandwidth and spectral
efficiency product to achieve 1Gbps date rate. Consider a system that realizes a nominal spectral
efficiency of 4bps/Hz over 250MHz bandwidth, so that the data rate is 1Gbps. 250MHz of band-
width is scarce, if not impossible to obtain, particularly in frequency bands below 6GHz, where
NLOS networks are feasible. 250MHz of bandwidth is easier to obtain in the 40GHz frequency
range. However, at frequencies higher than 6GHz, the increased shadowing by obstructions in
the propagation path render NLOS links unusable. Since transmit power and receive SNR are
capped as pointed out above, a 250MHz bandwidth will mean a reduction in range. Assuming
a path (propagation) loss exponent of 3.0, the range reduces by a factor of 2 (or cell area by a
factor of 4) for every factor of eight increase in bandwidth. Therefore, compared to a 10MHz

bandwidth system used today, the range of a 250MHz system will drop by a factor of 3 and the
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cell area by a factor of 9. On the positive side, a high bandwidth results in frequency diversity
which reduces the fade margin (excess transmit power required) in fading NLOS links. We
should finally note that in a cellularized system, a total bandwidth of six to nine times the link
bandwidth is needed in order to support a cellular reuse plan. This clearly places impossible
bandwidth demands on SISO Gigabit wireless systems.

We summarize our discussion by noting that Gbps wireless links in NLOS (and perhaps
cellularized) networks using conventional approaches are in general not feasible due to peak
and average SNR limits in practical receivers. Additionally, there is a serious range penalty to
be paid for high bandwidth systems. MIMO wireless constitutes a technological breakthrough
that will allow Gbps speeds in NLOS wireless networks. The following example is designed
to illustrate the performance gains delivered by MIMO. Consider a Rayleigh fading NLOS link
with an average receive SNR of 20dB and a constant total transmit power (independent of the
number of transmit antennas). Let the coherence bandwidth be 20MHz (typical value for indoor
scenarios). The bandwidth needed to ensure 99% link reliability is obtained by computing the 1%
outage capacity (see Section IV for details). Fig. 1 plots the bandwidth and range of symmetrical
MIMO links (i.e., links with an equal number of transmit and receive antennas, M) needed to
support 1Gbps link speed. The range is normalized to unity with reference to a SISO system
with 10MHz bandwidth. For M = 1, we have a standard SISO link with a required bandwidth
of 220MHz, and a reduction in range to 35% of the reference system. On the other hand a
10 x 10 MIMO system can deliver 1Gbps performance with only 20MHz bandwidth and still
support 80% of the reference range. Clearly, MIMO technology offers a substantial performance
improvement. Note that a MIMO system does not require additional transmit power or receive
SNR to deliver such performance gains. Furthermore, the spectral efficiency achieved over a
20MHz bandwidth by the 10 x 10 MIMO channel is 50bps/Hz which shows that high transmit
power is not necessarily required to reach spectral efficiencies in excess of 10bps/Hz. We note
that the downside of using a MIMO system is the increased transceiver complexity.

The performance improvements resulting from the use of MIMO systems are due to array
gain, diversity gain, spatial multiplexing gain, and interference reduction. We briefly review
each of these leverages in the following considering a system with My transmit and My receive
antennas.

Array gain. Array gain can be made available through processing at the transmitter and

November 4, 2003 DRAFT



the receiver and results in an increase in average receive SNR due to a coherent combining
effect. Transmit/receive array gain requires channel knowledge in the transmitter and receiver,
respectively, and depends on the number of transmit and receive antennas. Channel knowledge
in the receiver is typically available whereas channel state information in the transmitter is in
general more difficult to maintain.

Diversity gain. Signal power in a wireless channel fluctuates randomly (or fades). Diversity is
a powerful technique to mitigate fading in wireless links. Diversity techniques rely on transmitting
the signal over multiple (ideally) independently fading paths (in time/frequency/space). Spatial (or
antenna) diversity is preferred over time/frequency diversity as it does not incur an expenditure
in transmission time or bandwidth. If the M7 Mp links comprising the MIMO channel fade
independently and the transmitted signal is suitably constructed, the receiver can combine the
arriving signals such that the resultant signal exhibits considerably reduced amplitude variability
in comparison to a SISO link and we get MrMg-th order diversity. Extracting spatial diversity
gain in the absence of channel knowledge at the transmitter is possible using suitably designed
transmit signals. The corresponding technique is known as space-time coding [1], [2], [3], [4].

Spatial multiplexing gain. MIMO channels offer a linear (in min(My, Mg)) increase in
capacity for no additional power or bandwidth expenditure [5], [6], [7], [8]. This gain, referred
to as spatial multiplexing gain, is realized by transmitting independent data signals from the
individual antennas. Under conducive channel conditions, such as rich scattering the receiver
can separate the different streams, yielding a linear increase in capacity.

Interference reduction. Co-channel interference arises due to frequency reuse in wireless
channels. When multiple antennas are used, the differentiation between the spatial signatures of
the desired signal and co-channel signals can be exploited to reduce interference. Interference
reduction requires knowledge of the desired signal’s channel. Exact knowledge of the interferer’s
channel may not be necessary. Interference reduction (or avoidance) can also be implemented at
the transmitter, where the goal is to minimize the interference energy sent towards the co-channel
users while delivering the signal to the desired user. Interference reduction allows aggressive
frequency reuse and thereby increases multi-cell capacity.

We note that in general it is not possible to exploit all the leverages of MIMO technology
simultaneously due to conflicting demands on the spatial degrees of freedom (or number of

antennas). The degree to which these conflicts are resolved depends upon the signaling scheme
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and transceiver design.

III. MIMO CHANNEL MODEL

We consider a MIMO channel with My transmit and My receive antennas. The time-varying
channel impulse response between the j-th (j = 1,2,--- , M) transmit antenna and the i-th
(i=1,2,---, Mpg) receive antenna is denoted as h; j(7,t). This is the response at time ¢ to an
impulse applied at time ¢ — 7. The composite MIMO channel response is given by the Mz x My

matrix H(7,¢) with

[ hia(nt) haa(mt) o hoag(mt) ]
hoq(7,1 hoo(T,t) -+ h T, t
H(r,t) = 2’1(. ) 22(_ ) . Q’Mf( h )
L hMR,l(Tv t) hMR72(7_’ t) T hMRaMT (Tv t) ]
The vector [hy j(7,t) hoj(T,t) -+ hay (7, t)]" is referred to as the spatio-temporal signature

induced by the j-th transmit antenna across the receive antenna array. Furthermore, given that
the signal s;(¢) is launched from the j-th transmit antenna, the signal received at the i-th receive

antenna is given by
Mt
yl(t) = Z hi,j(Ta t) * 8]<t) + nl(t)’ 1= ]-7 27 e 7MR7 (2)
j=1

where n;(t) is additive noise in the receiver.

Construction of the MIMO channel through a physical scattering model. In the following,
we derive a MIMO wireless channel model from a simplistic physical scattering description. For
convenience, we suppress the time-varying nature of the channel and use the narrowband array
assumption described in brief below.

Consider a signal wavefront w(t) impinging at angle # on an antenna array comprising two
antennas spaced d apart (see Fig. 2). We assume that the impinging wavefront has a bandwidth

of B and is represented as

w(t) = B(t)e !, 3)

where ((t) is the complex envelope of the signal (with bandwidth B) and v, is the carrier

frequency in radians.
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Under the narrowband assumption, we take the bandwidth B to be much smaller than the

reciprocal of the transit time 7, of the wavefront across the antenna array, i.e., B < %
Denoting the signal received at the first antenna by y;(t), the signal received at the second
antenna is then given by

—j27 sin a4
Yo (t) = ya(t)e T O5 )

where )\, is the wavelength of the signal wavefront. It is clear from (4) that the signals received
at the two antennas are identical, except for a phase shift that depends on the array geometry
and the angle of arrival of the wavefront. This result can be extended to arrays with more than
two antennas in a straightforward way. We emphasize that the narrowband assumption does not
imply that the channel is frequency-flat fading.

We shall next make use of the narrowband assumption in constructing the MIMO channel
below. For the sake of simplicity we assume a single bounce based scattering model and consider
a scatterer located at angle # and delay 7 with respect to the receive array and with complex
amplitude S(6, 7) (see Fig. 3). The same scatterer appears at angle ¢ with respect to the transmit
antenna array. Thus, given the overall geometries of transmit and receive arrays, any two of the
variables ¢, 6 and 7 define the third one. The Mgz x My MIMO channel impulse response can

now be constructed as (¢ is a function of ¢ and 7)

H(r) = /_ ) /0 " S0, 7 )a(O)bT(0)g(r — 7')drdb, 5)

where T,,,, is the maximum delay spread in the channel, g(7) is the combined response of
pulse-shaping at the transmitter and matched-filtering at the receiver and a(f) and b(¢) are the
Mp x 1 and My x 1 array response vectors at the receiver and transmitter, respectively. The
single bounce based scattering model in (5) has a number of limitations and cannot adequately
model all observed channel effects. A more general model is to assume multiple bounces, i.e.,
energy from the transmitter uses more than one scatterer to reach the receiver. If we use a double
(or multiple) scattering model, the parameters 6, ¢ and 7 in (5) become independent of each
other.

Classical frequency-flat Rayleigh fading i.i.d. MIMO channel model. Assuming that the

delay spread in the channel is small compared to the reciprocal of the signal bandwidth, i.e.,
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Tmaz <K %, we can write (5) as

H(r) = ( / : /0 S(@,T’)a(é’)bT(¢)dT’d9) g(r) = Hy(r). ©)

Furthermore, we take the combined response ¢(7) to be ideal, so that g(7) = d(7) and hence-
forth focus on H only. With suitable choices of antenna element patterns and array geometry,
using a double scattering model, the elements of H can be assumed to be independent zero
mean unit variance circularly symmetric complex Gaussian random variables, i.e., [H]; ;(i =
1,2,--+ Mg, j=1,2,--- , Mr) ~iid. CN(0,1). Summarizing, we get H = H,,, the classical
i.i.d. frequency-flat Rayleigh fading MIMO channel, which is known to be accurate in NLOS
environments with rich scattering and sufficient antenna spacing at transmitter and receiver with
all antenna elements identically polarized.

Real-world MIMO channels. In the real world, the statistics of H can deviate significantly
from H,, due to a variety of reasons including inadequate antenna spacing and/or inadequate
scattering leading to spatial fading correlation, the presence of a fixed (possibly LOS) component
in the channel resulting in Ricean fading, and gain imbalances between the channel elements
through the use of polarized antennas. These effects have been modeled in [8], [9], [10], [11]
and have been shown to have a significant impact on the performance limits of MIMO channels.
A number of MIMO channel measurements have been carried out across the globe [12], [13],
[14], [15], [16], [17]. Fig. 4 shows a measured time-frequency response of an My = Mpr = 2
MIMO channel for a fixed broadband wireless access system at 2.5GHz. Parameters extracted
from such measurements include path loss, Ricean K-factor, fading signal correlation, delay
spread and Doppler spread. Clearly there is a tremendous variety in real channels. A set of six
channels known as the Stanford University Interim (SUI) models [18], reflective of the three
terrains (urban, suburban, and hilly) in the continental USA, have been developed and adopted
by the IEEE 802.16 standards committee for fixed broadband wireless applications.

Frequency-flat vs. frequency-selective fading. If the bandwidth-delay spread product of the
channel satisfies, B X T4, > 0.1, the channel is generally said to be frequency-selective [19].
Otherwise, the channel is said to be frequency-flat. The variation of the matrix-valued transfer

function

() = /O T H(r)e e
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will depend on the delay spread and hence on the coherence bandwidth B~ (approximated by the
reciprocal of the delay spread). For frequencies f; and f, with |f; — fao| > B¢, we have under
Rayleigh fading conditions &£ {Vec(ﬁ( f1))vecH (H( f2))} = 0, i.e., the channel responses at two
frequencies spaced sufficiently apart are uncorrelated. The spatial statistics of ﬁ( f) will depend
on the scattering environment and the array geometry at both the transmitter and receiver. With
rich scattering and sufficient antenna spacing, the channel matrix is i.i.d. for all frequencies,
ie., H(f) = H,(f). We note, however, that the correlation between the H(f) for different

frequencies depends on the power delay profile of the channel and the delay spread.

IV. CAPACITY OF MIMO CHANNELS

The Shannon capacity of a communication channel is the maximum asymptotically (in the
block-length) error-free transmission rate supported by the channel. In the following, we will
examine the capacity benefits of MIMO channels. We begin by introducing the discrete-time
(sampled) MIMO input-output signal model.

Discrete-time input-output relation. For the sake of simplicity we assume that the channel
is frequency-flat fading (the capacity of frequency-selective fading MIMO channels will be

discussed later in this section). The input-output relation over a symbol period assuming single-

| Es
y = MTHS + n, (8)

where y is the Mp x 1 received signal vector, s with £{s} = 0 is the My x 1 transmitted signal

carrier (SC) modulation is given by

vector, H is the Mp x Mp MIMO channel matrix, n is additive temporally white complex
Gaussian noise with E{nnf} = N,I,,., and F, is the total average energy available at the
transmitter over a symbol period. We constrain the total average transmitted power over a symbol
period by assuming that the covariance matrix of s, Res = E{ss” }, satisfies Tr(Rgs) = M.
Capacity of a deterministic MIMO channel. In the following, we assume that the channel
H is perfectly known to the receiver (channel knowledge at the receiver can be maintained
via training and tracking). Although H is random, we shall first study the capacity of a sample
realization of the channel, i.e., we consider H to be deterministic. It is well known that capacity is
achieved with Gaussian code books, i.e., s is a circularly symmetric complex Gaussian vector [7].

For s Gaussian, the mutual information associated with the channel for a given input covariance
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matrix Rgs 1s given by

Es
I = 10g2 det (IMR + WHRSSHH) bpS/HZ,

and the capacity of the MIMO channel follows as [7]

E
C = Hflt?sx log, det (IMR + mHRSSHH) bps/Hz, 9)

where the maximization is performed over all possible input covariance matrices satisfying
Tr(Rss) = Mry. Furthermore, given a bandwidth of B Hz, the maximum asymptotically (in
the block-length) error-free data rate supported by the MIMO channel is simply W C' bps.
Acquiring channel knowledge at the transmitter is in general very difficult in practical systems.
In the absence of channel state information at the transmitter, it is reasonable to choose s
to be spatially white, i.e., Rgs = I5z,.. This implies that the signals transmitted from the
individual antennas are independent and equi-powered. The mutual information achieved with

this covariance matrix is given by [20], [7]

E;
ICU = 10g2 det (IMR + MTNOHHH>’ (10)
which may be decomposed as
I —ilo 1+ Es Y (11)
cU — £ g9 MTNO i >
where 7 is the rank of H and \; (i = 1, 2, ..., 7) denote the positive eigenvalues of HH" .

Clearly, we have Ioy < C. Eq. (11) expresses the spectral efficiency of the MIMO channel as the
sum of the capacities of SISO channels with corresponding channel gains v/A; (i =1, 2, ..., 1)
and transmit energy E,/My. It follows that multiple scalar spatial data pipes (also known as
spatial modes) open up between transmitter and receiver resulting in significant performance
gains over the SISO case. For example, [oy increases by r bps/Hz for every 3dB increase
in transmit power (for high transmit power), as opposed to 1bps/Hz in conventional SISO
channels. If the channel were known to the transmitter, the individual spatial channel modes
can be accessed through linear processing at transmitter and receiver (modal decomposition)
following which transmit energy can be allocated optimally across the different modes via the
“waterfilling algorithm” [21], [7] so as to maximize the mutual information and achieve the

capacity C.
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Capacity of fading MIMO channels. We now consider the capacity of fading MIMO
channels. In particular, we shall assume H = H,, with perfect channel knowledge at the receiver
and no channel state information at the transmitter. Furthermore, we assume an ergodic block
fading channel model where the channel remains constant over a block of consecutive symbols,
and changes in an independent fashion across blocks. The average SNR at each of the receive
antennas is given by E,/N,, which can be demonstrated as follows. The signal received at the
1-th receive antenna is obtained as

y; = his +n;, (12)

where the 1 x My vector h; represents the i-th row of H and n; is the i-th element of n. Since
E{|hij|I’} = 1 and Tr(Rss) = FE,, it follows that E{|y;|*} = E5 + N, and hence the average
SNR at the i-th receive antenna is given by p = F,/N,.

We shall see below that in a fading channel there are essentially two notions of capacity —
ergodic capacity and outage capacity [22], [23], [7], which relate to the mean and tail behavior
of Ioy, respectively.

Ergodic capacity: If the transmitted codewords span an infinite number of independently fading
blocks, the Shannon capacity also known as ergodic capacity is achieved by choosing s to be

circularly symmetric complex Gaussian with R¢s = I, resulting in [7], [24]
C =&}, (13)

where the expectation is with respect to the random channel. It has been established that at high
SNR [7], [25]
C' = min(Mg, Mr)log, p + O(1), (14)

which clearly shows the linear increase in capacity in the minimum of the number of transmit
and receive antennas. Fig. 5 depicts the ergodic capacity of several MIMO configurations as a
function of SNR. As expected, the ergodic capacity increases with increasing p and also with
My and Mp. We note that the ergodic capacity of a SIMO (M x 1) channel is greater than the
ergodic capacity of a corresponding MISO (1 x M) channel. This is due to the fact that in the
absence of channel knowledge at the transmitter MISO channels do not offer array gain. We
refer the interested reader to [24], [26], [27] for analysis of the channel capacity when neither

the transmitter nor the receiver knows the channel matrix H.
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Outage capacity: In applications where delay is an issue and the transmitted codewords span
a single block only, the Shannon capacity is zero. This is due to the fact that no matter how
small the rate at which we wish to communicate, there is always a non-zero probability that the
given channel realization will not support this rate. We define the ¢% outage capacity Coyz 4, as

the information rate that is guaranteed for (100 — ¢)% of the channel realizations [22], [23], i.e.,
P(ICU < Caut,q) - Q% (15)

Fig. 6 shows the 10% outage capacity for several MIMO configurations as a function of SNR.
As in the case of ergodic capacity, we can see that the outage capacity increases with SNR and
that MIMO channels yield significant improvements in outage capacity. In fact the behavior of
the 10% outage capacity as a function of SNR, M, and Mp is almost identical to the behavior
of ergodic capacity. The outage probability for a given transmission rate R is the probability
that the mutual information falls below that rate R, i.e., P,;(R) = P(Icy < R), and can be
interpreted as the packet error rate (PER). This interpretation will lead to an interesting tradeoff
between transmission rate and outage probability which we shall explore in greater detail in
Section VII.

Capacity of frequency-selective fading MIMO channels. So far, we have restricted our
discussion to frequency-flat fading MIMO channels. In the following, we shall briefly discuss
frequency-selective fading MIMO channels. The capacity of a frequency-selective fading MIMO
channel can be obtained by dividing the frequency band of interest into N sub-channels, each
having bandwidth % Hz. If N is sufficiently large each sub-channel can be assumed frequency-flat
fading (see Fig. 7). Denoting the i-th Mg x My sub-channel as H; (i = 1,2, --- , N) and assuming
that transmit power is allocated uniformly across space (transmit antennas) and frequency, the
mutual information associated with a given realization of the frequency-selective MIMO channel

is given by [8]

E

N
1 s
Ips = ;:1: log, det (IMR + WHHH ) bps/Hz, (16)

where F; is the energy allocated to the ¢-th sub-channel.

The ergodic capacity of the frequency-selective fading MIMO channel is given by

Crs = E{Irs}. (17)
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The outage capacity follows from the corresponding definition for the frequency-flat case. Note
that the outage capacity (at low outage rates) of the frequency-selective fading channel will in
general be higher than the outage capacity of a frequency-flat fading channel. This is due to
frequency diversity which leads to increased tightening (the cumulative distribution function
(CDF) becomes increasingly step-like) of the probability density function (PDF) of mutual
information. Fig. 8 illustrates this effect by showing the CDF of the mutual information of
a frequency-selective fading MIMO channel with My = Mp = 2, for increasing number of
degrees of freedom' L = B/B¢ (and hence increasing frequency diversity). The CDF of mutual
information approaches a step function improving outage capacity at low outage rates. The
influence of physical parameters such as delay spread, cluster angle spread and total angle
spread on ergodic and outage capacity of frequency-selective fading MIMO channels has been

studied in detail in [8].

V. MIMO SIGNALING

In this section, we review some basic MIMO signaling techniques We start by describing the
framework employed in the remainder of this section. Consider the schematic in Fig. 9 where
¢K information bits are input to a block that performs the functions of forward-error-correction
(temporal) encoding, symbol mapping and interleaving. In the process ¢(N — K) parity bits are
added resulting in /N data symbols at the output with constellation size 27 (for example, 29 = 4
if 4-QAM modulation is employed). The resulting block of N data symbols is then input to a
space-time encoder that adds an additional M;T — N parity data symbols and packs the resulting
M7T symbols into an My x T" matrix (or frame) of length 7'. This frame is then transmitted
over 1" symbol periods and is referred to as the space-time codeword. The signaling (data) rate
on the channel is ¢/K /T bps/Hz, which should not exceed the channel capacity if we wish to

signal asymptotically error-free. Note that we can rewrite the signaling rate as

7 =1(i) (7)

=qTTs,
where r, = ¢qK/qN is the (temporal) code rate of the outer encoder, while ry = N/T is

the spatial code rate [3], defined as the number of independent data symbols in a space-time
'A uniform power delay profile was assumed in this example.
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codeword divided by the frame length. Depending on the choice of the spatial signaling mode,
the spatial rate varies between 0 and M. For certain classes of space-time codes, discussed
below, such as space-time trellis codes, the functions of the symbol mapper and space-time
encoder are combined into a single block. In the following, we briefly discuss two space-time
coding techniques — space-time diversity coding (r; < 1) and spatial multiplexing (rs = Mry).
Throughout this section we focus on the case where the transmitter does not have channel state
information and the receiver knows the channel perfectly. For a discussion of the non-coherent
case where neither the transmitter nor the receiver know the channel, the interested reader is

referred to [24], [26], [28].

A. Space-Time Diversity Coding

The objective of space-time diversity coding is to extract the total available spatial diversity in
the MIMO channel through appropriate construction of the transmitted space-time codewords.
As examples we consider two specific diversity coding techniques, the Alamouti scheme [2]
and delay diversity [29], both of which realize full spatial diversity (without requiring channel
knowledge at the transmitter).

Alamouti scheme. Consider a MIMO channel with two transmit antennas and any number of
receive antennas. The Alamouti transmission technique is as follows: two different data symbols
s1 and sy are transmitted simultaneously from antennas 1 and 2, respectively, during the first
symbol period, following which symbols —s; and sj are launched from antennas 1 and 2,
respectively (see Fig. 10). Note that r; = 1 (two independent data symbols are transmitted over
two symbol periods) for the Alamouti scheme.

We assume that the channel is i.i.d. frequency-flat fading with Ay, ho ~ CN(0,1) and remains
constant over (at least) two consecutive symbol periods. Appropriate processing (details can be
found in [2]) at the receiver collapses the vector channel into a scalar channel for either of the

transmitted data symbols such that

[E, o
2 = ?HHH%Si—i-ni, i=1,2, (19)

where z; is the processed received signal corresponding to transmitted symbol s; and n; ~
CN (0, |[H||4N,) is scalar processed noise. Even though channel knowledge is not available to

the transmitter, the Alamouti scheme extracts 2 gz-th order diversity. We note, however, that (as
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shown in Fig. 11) array gain is realized only at the receiver (recall that the transmitter does not
have channel state information). The Alamouti scheme may be extended to channels with more
than two transmit antennas through orthogonal space-time block coding (OSTBC) [4] albeit at
a loss in spatial rate (i.e., 75 < 1). However, the low decoding complexity of OSTBC renders
this technique highly attractive for practical applications.

Delay diversity. The second simple scheme for space-time diversity coding we want to discuss
is delay diversity [29] which converts spatial diversity into frequency diversity by transmitting
the data signal from the first antenna and a delayed replica thereof from the second antenna
(see Fig. 12). Retaining the assumption that M, = 2 and My = 1 and assuming that the delay
induced by the second antenna equals one symbol period, the effective channel seen by the data

signal is a frequency-selective fading SISO channel with impulse response
hlk] = hid[k] 4+ hod[k — 1], (20)

where h; and hs are as defined above. We note that the effective channel in (20) looks exactly like
a two-path (symbol spaced) SISO channel with independently fading paths and equal average path
energy. A maximume-likelihood (ML) detector will therefore realize full second-order diversity
at the receiver.

General space-time diversity coding techniques. The general case of space-time codeword
construction for achieving full (MgrMp-th order) diversity gain has been studied in [3] and
leads to the well known rank and determinant criteria. Extensions of these design criteria to the

frequency-selective fading case can be found in [30], [31].

B. Spatial Multiplexing

The objective of spatial multiplexing as opposed to space-time diversity coding is to maximize
transmission rate. Accordingly, M independent data symbols are transmitted per symbol period
so that vy, = Myp. In the following, we describe several encoding options that can be used in
conjunction with spatial multiplexing.

Horizontal encoding (HE). The bit stream to be transmitted is first demultiplexed into M
separate data streams (see Fig. 13). Each stream undergoes independent temporal encoding,
symbol mapping and interleaving and is then transmitted from the corresponding antennas. The

antenna-stream association remains fixed over time. The spatial rate is clearly ry = My and the
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overall signaling rate is therefore given by ¢r, M bps/Hz. The HE scheme can at most achieve
Mp-th order diversity, since any given symbol is transmitted from only one transmit antenna
and received by My receive antennas. As we shall see below, this is a source of sub-optimality
of the HE architecture but it does simplify receiver design. The coding gain achieved by HE
depends on the coding gain of the temporal code. Finally, we note that a maximum array gain
of Mg can be realized.

Vertical encoding (VE). In this architecture the bit stream undergoes temporal encoding
symbol mapping and interleaving after which it is demultiplexed into My streams transmitted
from the individual antennas (see Fig. 14). This form of encoding can achieve full (M Mg-th
order) diversity gain (provided the temporal code is designed properly) since each information
bit can be spread across all the transmit antennas. However, VE requires joint decoding of the
sub-streams which increases receiver complexity compared to HE where the individual data
streams can be decoded separately. The spatial rate of VE is ¢ = My and the overall signaling
rate is given by qr;Mp bps/Hz. The coding gain achieved by VE will depend on the temporal
code and a maximum array gain of My can be achieved.

Combinations of HE and VE. Various combinations/variations of the above two encoding
strategies are possible. One such transmission technique is Diagonal Encoding (DE) where the
incoming data stream first undergoes HE after which the antenna-stream association is rotated
in a round-robin fashion. Making the codewords long enough ensures that each codeword is
transmitted from all M, antennas so that full (M Mgk-th order) diversity gain can be achieved.
The distinguishing feature of DE is the fact that at full spatial rate of My and full diversity gain
of order My Mp, the system retains the decoding complexity of HE. The Diagonal-Bell Labs
Layered Space Time Architecture (D-BLAST) [6] transmission technique follows a diagonal
encoding strategy with an initial wasted space-time triangular block, where no transmission
takes place. This initial wastage is required to ensure optimality of the (low complexity) stream-
by-stream decoding algorithm. Especially for short block lengths the space-time wastage results
in a non-negligible rate loss which constitutes a major drawback of DE. Finally, we note that

DE can achieve a maximum array gain of Mpg.
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VI. MIMO RECEIVER ARCHITECTURES

In this section, we shall discuss receiver architectures for space-time diversity coding (r; < 1)

and spatial multiplexing (rs = Mry).

A. Receivers for Space-Time Diversity Coding

OSTBC decouples the vector detection problem into scalar detection problems [4]. Similar
extensions can be made to frequency-selective fading MIMO channels [32]. Hence, receiver
techniques (that have been studied in detail) such as zero-forcing (ZF), minimum-mean square
error estimation (MMSE) and (optimal) maximum-likelihood sequence estimation (MLSE) can
be applied directly. Transmit diversity techniques such as delay diversity [29] and frequency
offset diversity [33] collapse the MISO channel into a SISO channel and hence also allow the
application of SISO receiver architectures. For a general space-time trellis code [3], a vector
Viterbi decoder has to be employed. Space-time trellis coding in general provides improved

performance over OSTBC at the expense of receiver complexity.

B. Receivers for Spatial Multiplexing

The remainder of this section focuses on receiver structures for spatial multiplexing and the
corresponding performance-complexity tradeoff. The problem faced by a receiver for spatial
multiplexing is the presence of multi-stream interference (MSI), since the signals launched from
the different transmit antennas interfere with each other (recall that in spatial multiplexing the
different data streams are transmitted co-channel and hence occupy the same resources in time
and frequency). For the sake of simplicity we restrict our attention to the case Mp > M.

Maximum-likelihood (ML) receiver. The ML receiver performs vector decoding and is
optimal in the sense of minimizing the error probability. Assuming equally likely, temporally

uncoded vector symbols, the ML receiver forms its estimate of the transmitted signal vector

| FE
_ ‘H

where the minimization is performed over all possible transmit vector symbols s. Denoting the

according to
2

, 1)

§ = argmin
S

alphabet size of the scalar constellation transmitted from each antenna by .4, a brute force
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implementation requires an exhaustive search over a total of AM7 vector symbols rendering the
decoding complexity of this receiver exponential in the number of transmit antennas. However,
the recent development of fast algorithms [34], [35], [36] for sphere decoding techniques [37]
offers promise to reduce computational complexity significantly (at least for lattice codes). As
already pointed out above, the ML receiver realizes Mpg-th order diversity for HE and (full)
My Mpg-th order diversity for VE and DE.

Linear receivers. We can reduce the decoding complexity of the ML receiver significantly by
employing linear receiver front-ends (see Fig. 15) to separate the transmitted data streams, and
then independently decode each of the streams. We discuss the zero-forcing (ZF) and minimum
mean squared error (MMSE) linear front-ends below.

ZF receiver: The ZF front-end is given by

M
Gzr =/ ET H, (22)

where HY = (H”H)'H denotes the Moore-Penrose inverse of the channel matrix H. The

output of the ZF receiver is obtained as

z = s+ H'n, (23)

E;

which shows that the ZF front-end decouples the matrix channel into M parallel scalar channels
with additive spatially-colored noise. Each scalar channel is then decoded independently ignoring
noise correlation across the processed streams. The ZF receiver converts the joint decoding
problem into My single stream decoding problems (i.e., it eliminates MSI) thereby significantly
reducing receiver complexity. This complexity reduction comes, however, at the expense of
noise enhancement which in general results in a significant performance degradation (compared
to the ML decoder). The diversity order achieved by each of the individual data streams equals
Mp — M7 + 1 [38], [39].

MMSE Receiver: The MMSE receiver front-end balances MSI mitigation with noise enhance-

ment and is given by
Mr MrN,
E, E,
In the low-SNR regime (E,/N, < 1), the MMSE receiver approaches the matched-filter receiver

| E
Gumse = NO_I A H" (25)
T

November 4, 2003 DRAFT

—1
GursE = (HHH + IMT) HY. (24)

given by



and outperforms the ZF front-end (that continues to enhance noise). At high SNR (E;/N, > 1)

Gyuse = Gyr, (26)

i.e., the MMSE receiver approaches the ZF receiver and therefore realizes (Mpz — My + 1)-th
order diversity for each data stream.

Successive cancellation receivers. The key idea in a successive cancellation (SUC) receiver
is layer peeling where the individual data streams are successively decoded and stripped away
layer-by-layer. The algorithm starts by detecting an arbitrarily chosen data symbol (using ZF or
MMSE) assuming that the other symbols are interference. Upon detection of the chosen symbol,
its contribution from the received signal vector is subtracted and the procedure is repeated until
all symbols are detected. In the absence of error propagation SUC converts the MIMO channel
into a set of parallel SISO channels with increasing diversity order at each successive stage
[20], [40]. In practice, error propagation will be encountered, especially so if there is inadequate
temporal coding for each layer. The error rate performance will therefore be dominated by the
first stream decoded by the receiver (which is also the stream experiencing the smallest diversity
order).

Ordered successive cancellation receivers. An improved SUC receiver is obtained by se-
lecting the stream with the highest SINR at each decoding stage. Such receivers are known
as ordered successive cancellation (OSUC) receivers or in the MIMO literature as V-BLAST
[41], [42]. OSUC receivers reduce the probability of error propagation by realizing a selection
diversity gain at each decoding step. The OSUC algorithm requires slightly higher complexity
than the SUC algorithm resulting from the need to compute and compare the SINRs of the
remaining streams at each stage.

Numerical comparison. Fig. 16 compares the performance of various receivers for uncoded
spatial multiplexing with 4-QAM modulation, My = Mr = 2 and H = H,,. The symbol error
rate curve for receive diversity with M = 1 and My = 2 is plotted for comparison. OSUC
is markedly better than SUC which is slightly better than MMSE, but still shows a significant
performance degradation in the high-SNR regime when compared to the ML receiver. More
specifically, we can see that the ML receiver achieves a diversity order of My (reflected by the
slope of the error rate curve), the MMSE receiver realizes a diversity order of Mr — My +1 (at

high SNR) and the OSUC receiver yields a diversity order that lies between Mz — My + 1 and
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Table I summarizes the performance features of various receivers with uncoded SM. The ZF,
MMSE and SUC receivers provide only (Mg — My +1)-th order diversity but have varying SNR
loss. The OSUC receiver may realize more than (Mpz — M + 1)-th order diversity because of

the ordering (selection) process. The ML receiver is optimal and realizes diversity order Mp.

VII. FUNDAMENTAL PERFORMANCE LIMITS

In this section, we shall examine the fundamental tradeoffs between transmission rate, error
rate, and SNR for the case where the transmitter has no channel knowledge and the receiver has
perfect channel state information. We assume that the MIMO channel is block fading and that
the length of the transmitted codewords is less than or equal to the channel block length. If the
channel H were perfectly known to the transmitter, we could choose a signaling rate equal to
or less than channel capacity and guarantee (asymptotically) error-free transmission. The coding
scheme to achieve capacity consists of performing modal decomposition [7] which decouples
the MIMO channel into parallel SISO channels and then using ideal SISO channel coding. In
practice turbo codes should get us very close to the MIMO channel capacity.

If the channel is unknown to the transmitter, modal decomposition is not possible. Furthermore,
since the channel is drawn randomly according to a given fading distribution there will always
be a non-zero probability that a given transmission rate (no matter how small) is not supported
by the channel. We assume that the transmitted codeword (packet) is decoded successfully if the
rate is at or below the mutual information (assuming a spatially white transmit covariance matrix)
associated with the given channel realization. A decoding error is declared if the rate exceeds
the mutual information. Hence, if the transmitter does not know the channel, the packet error
rate (PER) will equal the outage probability (as defined in (15)) associated with the transmission

rate. According to [43], we define the diversity order for a given transmission rate R as

d(R) = — lim log(Pe(R, p))

27
p—00 log p

where P.(R, p) is the PER corresponding to transmission rate R and SNR p. Hence, the diversity
order is the magnitude of the slope of the PER plotted as a function of the SNR on a log-log
scale.

Rate vs. PER vs. SNR for optimal coding. For the sake of clarity of exposition we consider

a simple example with H = H,, and M; = Mpr = 2. We assume that the transmitter has
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no knowledge of the channel other than the SNR p. A reasonable strategy for the transmitter
is to compute the CDF of mutual information for this SNR, and choose the signaling rate for
which the PER (i.e., outage probability) is at the desired level. A discussion of the corresponding
relations between signaling rate, PER and SNR follows.

Transmission rate fixed. Fig. 17 plots the PER as a function of SNR for a fixed transmission
rate of 6bps/Hz. The magnitude of the slope of the PER curve has been shown to be My Mp [43]
for a fixed rate and at high enough SNR. This indicates that for fixed rate transmission, optimal
coding yields full MpMpg-th order spatial diversity inherent in the channel. In comparison, the
PER curve for a SISO AWGN channel with a signaling rate of 6bps/Hz is a vertical line at p = 18
dB, i.e., an error is always made if we attempt to transmit at 6bps/Hz over the SISO AWGN
channel when p < 18 dB. The result confirms the notion that an AWGN channel has infinite
diversity [44] and furthermore shows that for SNR below 18dB, the MIMO fading channel has
better performance in terms of PER than the SISO AWGN channel.

PER fixed. Next, keeping the PER fixed at 10%, Fig. 18 plots the outage capacity vs. SNR.
We notice that at high SNR the outage capacity increases by M; = Mg = 2 bps/Hz for
every 3dB increase in SNR. In general, the magnitude of the slope of the outage capacity vs.
SNR curve is min(Mr, Mg)bps/Hz/3db [43]. We can therefore conclude that for fixed PER,
using optimal coding, an increase in SNR can be leveraged to increase transmission rate at
min(Mr, Mg)bps/Hz/3db.

Achievable rate, PER, and SNR region. Fig. 19 shows the three-dimensional surface of rate
vs. PER vs. SNR. The surface represents a fundamental limit for signaling over fading MIMO
channels, assuming optimal coding (possibly a D-BLAST like framework) with a large enough
block length. The region to the right of this surface is achievable in the sense that it contains
triplets of rate, PER and SNR that can be realized. To summarize, with optimal coding for a
fixed transmission rate, we can trade an increase in SNR for a reduction in PER (diversity gain
equal to My Mpg), and conversely for a fixed PER, we can trade an increase in SNR for a linear
increase in rate (at min(Mp, Mpg) bps/Hz/3dB).

Rate vs. PER vs. SNR for sub-optimal coding and receivers. We shall next discuss the Rate
vs. PER vs. SNR tradeoff for two sub-optimal coding and associated receiver schemes. In both
schemes the MIMO channel is collapsed by the coding scheme into one or more parallel SISO

channels through linear pre- and post-processing. The maximum asymptotically (in the block
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length) error-free transmission rate supported by this modified MIMO channel is then given by
the sum of the capacities of the resulting parallel SISO channels.

(i) OSTBC with ML receiver: As discussed earlier OSTBC guarantees full spatial diversity
gain. The effective channel is SISO with post-processing SNR equal to #}HHHQF The mutual
information associated with a given realization of the MIMO channel in conjunction with OSTBC
is given by [45]

TosTtee = 15 log, (1 + MLTHHHQF) bps/Hz, (28)

where 7 is the spatial rate of the code. Note that /psrpc < Ioy, with equality only if every
realization of the MIMO channel has rank 1 and r, = 1 [46].

(ii) Spatial multiplexing with HE and MMSE receiver: In spatial multiplexing with HE, the
incoming data stream is demultiplexed into My equal rate streams, which are subsequently
encoded and transmitted from the corresponding antenna (see Fig. 13). At the receiver, the My
data streams are first separated using an MMSE front-end and then decoded independently. The
resulting decoded data streams are then multiplexed into a single stream. The composite stream
is guaranteed to be decoded correctly only when the packet corresponding to the stream with
the lowest SINR is decoded correctly. Furthermore, since the different streams have equal rate,
the total rate is constrained by the weakest stream, i.e., the stream with the lowest SINR. Hence,

the mutual information associated with this architecture is given by [45]

Isyi—gE = Mrplogy(1 + min(ny, 2, - -+ ,nar,)) bps/Hz, (29)

where 7; is the post-processing SINR for the i-th (: = 1,2,--- | My) data stream.

Fig. 20 plots the Rate vs. PER vs. SNR tradeoff surface for both schemes described above
assuming an i.i.d. MIMO channel with My = My = 2. Comparing with Fig. 19 we can verify
that these curves indeed lie in the achievable region. Moreover Fig. 20 shows that the two
schemes exhibit significantly different Rate vs. PER vs. SNR tradeoffs. In order to get better
insight, Fig. 21 plots a PER vs. SNR slice of Fig. 20 with the signaling rate kept fixed at 6bps/Hz.
The same slice for the optimal surface is depicted for comparison. Note that the magnitude of
the slope of the SM-HE curve is smaller than that for the curve corresponding to OSTBC, which
extracts full diversity gain. Furthermore, at low SNR, SM-HE outperforms the Alamouti scheme.

However, due to the higher diversity gain of the Alamouti scheme, at high SNR the situation

November 4, 2003 DRAFT



reverses. We can see that the question of which scheme to use depends significantly on the target

PER and the operational SNR.

VIII. MIMO-OFDM

So far we discussed signaling techniques for frequency-flat fading MIMO channels. Broad-
band wireless systems, however, encounter large delay spread, and therefore have to cope with
frequency-selectivity. In the following, we shall discuss the basic principles of MIMO-OFDM, a
particularly attractive modulation scheme in frequency-selective fading channels. We start with
the signal model.

Denoting the discrete-time index by k, the input-output relation for the broadband MIMO

=3 /ﬁ—;HZS[/@ -~

=
where y[k| denotes the Mp x 1 received signal vector, H; (I =0,1,..., L — 1) is the Mr x My

channel is given by

matrix-valued channel impulse response, s[k] is the M7 x 1 transmit signal vector sequence and
n[k] is the Mp x 1 spatio-temporally white Gaussian noise vector with £{n[k|n[l]} = N,d[k—I].

The computational complexity of ML detection (or even sub-optimal detection schemes)
needed for MIMO-SC modulation is prohibitive since it grows exponentially with the bandwidth-
delay spread product. OFDM (Orthogonal Frequency Division Multiplexing) constitutes an at-
tractive alternative modulation scheme which avoids temporal equalization altogether at the cost
of a small penalty in channel capacity.

Fig. 22 shows a schematic of OFDM transmission over a SISO channel. An Inverse Fast Fourier
Transform (IFFT) operation (on blocks of N data symbols) is performed at the transmitter,
following which a cyclic prefix (CP) of length L containing a copy of the first L samples of
the parallel-to-serial converted output of the IFFT block is prepended. At the receiver, the CP
is removed following which a length N FFT is performed on the received signal sequence. The
net result is that the frequency-selective fading channel (of bandwidth B) is decomposed into
N parallel frequency-flat fading channels, each having bandwidth B/N.

OFDM extends directly to MIMO channels [47], [48], [8] with the IFFT/FFT and CP opera-
tions being performed at each of the transmit and receive antennas. The use of MIMO-OFDM

decouples the frequency-selective MIMO channel into a set of /N parallel MIMO channels with
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the input-output relation for the i-th (z = 0,1, ..., N — 1) tone given by [47], [8]

~ ES == ~ ~
Yi =1/ EHiSi + n,, (30)

where ¥, is the My x 1 received signal vector, H; = S He Nl is the Mp x My frequency
response, s; is the My x 1 transmit signal vector with £{s;sF} = I, and n; is Mg x 1
complex Gaussian noise with £ {ﬁlﬁl}H = N, I, (and uncorrelated across tones). We note that
(30) holds true if the length of the CP satisfies Lop > L. The loss in spectral efficiency due to
the use of a CP is given by Lop/(N + Lop) and becomes negligible for N > Lop > L.

Signaling and receivers for MIMO-OFDM. MIMO signaling for SC modulation in frequency-
flat fading channels, discussed in Section V, can be overlayed easily on OFDM by simply
performing operations on a tone-by-tone basis. In the following, we briefly describe how spatial
diversity coding and spatial multiplexing can be extended to MIMO-OFDM and conclude with a
short discussion on space-frequency coded MIMO-OFDM where the objective is to realize both
spatial and frequency diversity gains.

(i) Spatial diversity coding for MIMO-OFDM: Let us consider, for example, a system with
My = 2 employing the Alamouti scheme (r; = 1), which realizes full spatial diversity gain in
the absence of channel knowledge at the transmitter. Recall that implementation of the Alamouti
scheme requires that the channel remains constant over at least two consecutive symbol periods.
In the OFDM context, assuming that coding is performed over frequency rather than time, this
condition translates to the channel remaining constant over at least two consecutive tones. If the
delay spread is small, this is a realistic assumption to make. Next, consider two data symbols
s1 and s, to be transmitted over two consecutive OFDM tones, ¢ and ¢ + 1, using the Alamouti
scheme. Symbols s; and s, are transmitted over antennas 1 and 2, respectively, on tone ¢,
whereas —s; and s are transmitted over antennas 1 and 2, respectively, on tone ¢ + 1 within
the same OFDM symbol. The receiver detects the transmitted symbols from the signal received
on the two tones using the Alamouti detection technique [2]. As discussed in Section V, the
vector detection problem collapses into two scalar detection problems and the Alamouti scheme
realizes full spatial diversity gain of order 2M . Note that we do not necessarily have to use
consecutive tones, any pair of tones can be used as long as the associated channels are equal. The
technique can be generalized to extract spatial diversity in systems with more than 2 transmit

antennas by using OSTBC developed for SC modulation in frequency-flat fading channels. We
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note, however, that the channel is required to remain constant over at least Mp consecutive
OFDM tones (or My arbitrarily chosen tones). This assumption will be violated for increasing
delay spread. In [30] it was shown that OSTBC achieves full spatial diversity gain even if the
delay spread is large. However, the associated ML vector detection problem no longer decouples
into scalar detection problems thereby increasing receiver complexity [30]. We finally note that
an alternative technique consists of using spatial diversity coding on a per-tone basis across
OFDM symbols in time [49]. However, this requires that the channel remains constant over
consecutive OFDM symbol periods, which is usually not the case due to the long duration of
an OFDM symbol.

(ii) Spatial multiplexing for MIMO-OFDM: Analogous to spatial multiplexing for frequency-
flat fading MIMO channels with SC modulation, the objective of spatial multiplexing in con-
junction with MIMO-OFDM, is to maximize spatial rate (rs = Myp) by transmitting independent
data streams over different antennas [8]. Thus spatial multiplexing in MIMO-OFDM systems
reduces to spatial multiplexing over each tone with the choice of receiver architectures being
identical to that for frequency-flat fading MIMO channels with SC modulation.

(iii) Space-frequency coded MIMO-OFDM: The spatial diversity coding techniques discussed
in (i) realize spatial diversity gain in a MIMO-OFDM system. However OFDM tones with
spacing larger than the coherence bandwidth B¢ of the channel experience independent fading
so that frequency diversity is also available. Denoting the number of coherence bandwidths by
D.fr = B/Bc it has been shown in [30] that the total diversity gain that can be realized in a
MIMO-OFDM systems equals My MprD. ;. Space-time diversity coding and spatial multiplexing
on a tone-by-tone basis with no redundancy introduced across tones will in general not exploit
any frequency diversity [30]. In order to extract full spatial as well as frequency diversity, data
must be suitably spread across space and frequency [30], [31], [50], [51].

Typically, the bit stream to be transmitted is first encoded, then modulated and interleaved.
The resulting data symbols to be transmitted are mapped across space and frequency by a space-
frequency encoder such as the one described in [52], [53] for example. The receiver demodulates
the received signal and estimates the transmitted space-frequency codeword followed by dein-
terleaving and decoding. The interested reader is referred to [30], [31], [48], [50], [54], [55] for
further details on space-frequency coded MIMO-OFDM.
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IX. CONCLUSION

We provided a brief overview of MIMO wireless technology covering channel models, ca-
pacity, coding, receiver design, performance limits and MIMO-OFDM. The field is attracting
considerable research attention in all of these areas. Significant efforts are underway to de-
velop and standardize channel models for different systems and applications. Understanding
the information-theoretic performance limits of MIMO systems, particularly in the multi-user
context, is an active area of research. Space-time code and receiver design with particular focus on
iterative decoding and sphere decoding allowing low complexity implementation have attracted
significant interest recently. Finally, we feel that a better understanding of the system design
implications of fundamental performance tradeoffs (such as Rate vs. PER vs. SNR) is required.

From a practical viewpoint, there seems to be enough understanding to build robust MIMO-
based wireless solutions that address all layers of a wireless network in an integrated manner
(witness Iospan Wireless). The evolution of MIMO from broadband (< 10Mbps) to Gbps rates
should only be a matter of time as hardware for multi-channel radio-frequency (RF) chains and

Digital Signal Processors (DSPs) becomes more affordable.
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Figure Captions

Fig. 1. Bandwidth requirement and range of a 1Gbps link using MIMO technology.

Fig. 2. Schematic of wavefront impinging on an antenna array. Under the narrowband assumption

the antenna outputs vy, (t) and y,(t) are identical except for a phase shift.

Fig. 3. Construction of the MIMO channel model from a physical scattering description.

Fig. 4. Measured time-frequency response of an My = 2, Mr = 2 MIMO channel. H; ; denotes

the scalar sub-channel between the j-th transmit and the i-th receive antenna.

Fig. 5. Ergodic capacity for different MIMO antenna configurations. Note that the SIMO channel
has a higher ergodic capacity than the MISO channel.

Fig. 6. 10% outage capacity for different MIMO configurations. MIMO Yyields significant im-

provements in terms of outage capacity.

Fig. 7. The capacity of a frequency-selective fading MIMO channel is the sum of (appropriately
normalized) capacities of frequency-flat fading MIMO sub-channels.

Fig. 8. CDF of the mutual information of an increasingly frequency-selective fading MIMO chan-
nel. Outage performance improves with frequency-selective fading, due to increased frequency
diversity.

Fig. 9. Generic coding architecture for MIMO channels.

Fig. 10. Schematic of the transmission strategy for the Alamouti scheme. The MISO channel is

orthogonalized irrespectively of the channel realization.

Fig. 11. Comparison of the (uncoded) symbol error rate of the Alamouti scheme (Mp = 2, Mp =
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1) with receive diversity (Myp = 1, My = 2). Both schemes achieve the same diversity order of
two (reflected by the slope of the error rate curve), but receive diversity realizes an additional

3dB receive array gain (reflected by the offset of the error rate curve).

Fig. 12. Schematic of delay diversity — a space selective MISO channel is converted into a

frequency-selective SISO channel. Ts denotes a delay of one symbol period.

Fig. 13. Schematic of horizontal encoding (HE) for spatial multiplexing. This is a sub-optimal

encoding technique that realizes at most Mg-th order diversity but simplifies receiver design.

Fig. 14. Schematic of vertical encoding (VE) for spatial multiplexing. VE spreads the informa-
tion bits across all transmit antennas realizing My Mg-th order diversity at higher decoding

complexity compared to HE.

Fig. 15. Schematic of a linear receiver front-end to separate the transmitted data streams over

a MIMO channel.

Fig. 16. Comparison of ML, OSUC, SUC and MMSE receivers over an i.i.d. MIMO channel.
OSUC is superior to SUC and MMSE.

Fig. 17. PER vs. SNR for a transmission rate of 6bps/Hz over an i.i.d. MIMO channel with
Mr = Mg = 2.

Fig. 18. Rate vs. SNR for a fixed PER of 10% over an i.i.d. MIMO channel with My = Mg = 2.

Fig. 19. Signaling limit surface (Rate vs. PER vs. SNR) for optimal coding over H,, MIMO
channel with My = Mp = 2. Vertical contour lines are at constant SNR, horizontal contour

lines are at constant PER.

Fig. 20. Signaling limit surface (Rate vs. PER vs. SNR) for OSTBC and for SM-HE with MMSE
front-end over an i.i.d. MIMO channel with My = Mg = 2.
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Fig. 21. PER vs. SNR at fixed transmission rate of 6bps/Hz for OSTBC (Alamouti scheme) and
SM-HE with MMSE front-end, over an i.i.d. MIMO channel with My = Mp = 2.

Fig. 22. Schematic of OFDM transmission for a SISO channel.
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Table Captions

Table 1. Performance features of receivers for uncoded spatial multiplexing. SNR loss is with

respect to the ML receiver.
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Receiver Diversity Order SNR Loss
ZF Mg — Mr +1 High
MMSE ~ Mr—Mr+1 Low
SUC ~Mpr—Mr+1 Low
osuc > Mgr—Mr+1, < Mg Low
ML Mg Zero
TABLE I
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