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Areas of specialization

Machine Learning • Data Mining • Social Networks • Graphical Models

Education

- PD, Australian National University
Advised by Tibério Caetano
esis: Graphical Models for Inference and Learning in Computer Vision

- BE, BS, University of New South Wales
Soware Engineering and Pure Mathematics (first-class honours and the University Medal)

Professional experience

 I, Google ( months)
I worked as an intern on the Google’s docs platform.

 I, Xerox Research Centre Europe ( months)
I worked in the Textual and Visual Paern Analysis group under Teofilo de Campos. We studied
applications of machine learning to image classification and segmentation, leading to two patents,
and publications in BMVC and CVPR.

 R, NICTA ( years, part time)
I worked in NICTA’s Statistical Machine Learning group, under Tibério Caetano and Alex Smola.
Primarily, I developed open-source soware for inference and learning in graphical models, and
also produced several publications during this time.

 I, Australian National University ( months)
I worked on higher-order color models of natural images, leading to state-of-the-art performance
on image denoising problems. is led to my first publication, in ICML.
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Honors  awards

 UNSW University Medal for Soware Engineering
 UNSW CSE Performance Award (st place)
 Canon Information Systems Research Australia Prize
 Skillsearch Computing Prize
- UNSW Dean’s Award

Career-best publications

 McAuley, J. and Leskovec, J. (), “Hidden factors and hidden topics: understanding rating di-
mensions with review text,” RecSys
Showed how the text of users’ reviews can be used to discover their preferences, identify skilled reviewers,
and automatically categorize products. We analyzed over  million reviews, including the complete Amazon
corpus, which to our knowledge is the largest-scale study of online reviews to date.

 McAuley, J. and Leskovec, J. (), “From amateurs to connoisseurs: modeling the evolution of
user expertise through online reviews,” WWW
Studied how users gain expertise as they rate and review products. We studied over ten million reviews where
users have “acquired tastes,” including beers, wines, gourmet foods, and movies. Featured on Business Insider,
CBS Chicago, and e Beer Street Journal.

 Lakkaraju, H. and McAuley, J. and Leskovec, J. (), “What’s in a name? Understanding the in-
terplay between titles, content, and communities in social media,” ICWSM
One of the first articles to study reddit.com, we studied the factors that determine the success or failure of
social media submissions. is article received substantial media aention, from Business Insider, New Sci-
entist, Time, Forbes, Phys.org, Gizmodo, and many others.

 McAuley, J. and Leskovec, J. (), “Discovering social circles in ego networks,” TKDD
 McAuley, J. and Leskovec, J. (), “Learning to discover social circles in ego networks,” NIPS

ese two papers studied social circles on Facebook, Google+, and Twier. We examined how people organize
and categorize their friends, and developed algorithms to help users perform this task automatically. Follow-
ing this, we are collaborating with Kaggle to obtain thousands of hand-labeled social circles, which we hope
will form the basis of an online competition. Featured on Wired and the MIT Technology Review.

 McAuley, J. and Jurafsky, J. and Leskovec, J. (), “Learning aitudes and aributes from multi-
aspect reviews,” ICDM
We studied the aspects of users’ ratings, and developed algorithms to determine which parts of reviews relate
to different aspects of an opinion. For example, we learned how beer reviews can be separated into language
about the feel, look, smell, taste, and overall impression of the beer, and developed sentiment lexicons for
each of these aspects. is helped us to beer model users’ opinions, to recommend beer products, and to
summarize users’ reviews.

 McAuley, J. and Caetano, T. (), “Faster algorithms for max-product message-passing,” JMLR
 Felzenszwalb, P. and McAuley, J. (), “Fast inference with min-sum matrix product,” PAMI
 McAuley, J. and Caetano, T. (), “Exploiting data-independence for fast belief-propagation,”

ICML
Here, we showed that message passing algorithms can bemade faster in graphical models that exhibit a certain
type of factorization, which we showed to be ubiquitous in a variety of applications ranging from computer
vision, to protein design, and natural language processing. is series of papers would eventually form the
core of my graduate thesis.

 Caetano, T. and McAuley, J. and Cheng, L. and Le, Q. and Smola, A. (), “Learning graph match-
ing,” PAMI
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We showed how structured learning can be applied to matching problems in computer vision, by using a
small amount of human-labeled data to tune algorithms to a specific matching seing. We showed that with
learning, even simple, scalable algorithms can outperform highly sophisticated and computationally costly
alternatives.

Publications (as first or second author)

J 

 McAuley, J. and Leskovec, J. (), “Discovering social circles in ego networks,” TKDD

 McAuley, J. and Ramisa, A. and Caetano, T. () “Optimization of robust loss functions for
weakly-labeled image taxonomies,” IJCV

 McAuley, J. and Caetano, T. () “Fast matching of large point sets under occlusions,” Paern
Recognition

 McAuley, J. and Caetano, T. (), “Faster algorithms for max-product message-passing,” JMLR

 Felzenszwalb, P. and McAuley, J. (), “Fast inference with min-sum matrix product,” PAMI

 Caetano, T. and McAuley, J. and Cheng, L. and Le, Q. and Smola, A. (), “Learning graph match-
ing,” PAMI

 Caetano, T. and McAuley, J. (), “Faster graphical models for point-paern matching,” Spatial
Vision

 McAuley, J. and Caetano, T. and Barbosa, M. (), “Graph rigidity, cyclic belief propagation and
point paern matching,” PAMI

 McAuley, J. and Caetano, T. and da Fontoura Costa, L. (), “e rich-club phenomenon across
complex network hierarchies,” Applied Physics Leers

C 

 McAuley, J. and Leskovec, J. (), “Hidden factors and hidden topics: understanding rating di-
mensions with review text,” RecSys

 McAuley, J. and Leskovec, J. (), “From amateurs to connoisseurs: modeling the evolution of
user expertise through online reviews,” WWW

 Lakkaraju, H. and McAuley, J. and Leskovec, J. (), “What’s in a name? Understanding the in-
terplay between titles, content, and communities in social media,” ICWSM

 Yang, J. and McAuley, J. and Leskovec, J. (), “Community detection in networks with node
aributes,” ICDM

 McAuley, J. and Leskovec, J. (), “Learning to discover social circles in ego networks,” NIPS

 McAuley, J. and Jurafsky, J. and Leskovec, J. (), “Learning aitudes and aributes from multi-
aspect reviews,” ICDM

 McAuley, J. and Leskovec, J. (), “Image labeling on a network: using social-network metadata
for image classification,” ECCV

 McAuley, J. and Ramisa, A. and Caetano, T. () “Optimization of robust loss functions for
weakly-labeled image taxonomies: an ImageNet case study,” EMMCVPR

 McAuley, J. and Caetano, T. (), “Exploiting data-independence for fast belief-propagation,”
ICML
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 McAuley, J. and de Campos, T. and Caetano, T. (), “Unified graph matching in Euclidean
spaces,” CVPR

 McAuley, J. and Caetano, T. (), “Exploiting within-clique factorizations in junction-tree algo-
rithms,” AISTATS

 McAuley, J. and de Campos, T. and Csurka, G. and Perronnin, F. (), “Hierarchical image-region
labeling via structured learning,” BMVC

 Chen, L. and McAuley, J. and Feris, R. and Caetano, T. and Turk, M. (), “Shape classification
through structured learning of matching measures,” CVPR

 McAuley, J. and Caetano, T. and Smola, A. (), “Robust near-isometric matching via structured
learning of graphical models,” NIPS

 McAuley, J. and Caetano, T. and Smola, A. and Franz, M. (), “Learning high-order MRF priors
of color images,” ICML

For a complete list, including workshop papers, book chapters, and papers in which I was a con-
tributing author, see my homepage and Google Scholar profile.

Patents

 McAuley, J. and de Campos, T., “Unified graph matching in Euclidean spaces and applications to
image comparison and retrieval,” U.S. Patent Application /,

 McAuley, J. and de Campos, T. and Csurka, G. and Perronnin, F., “Consistent hierarchical labeling
of images and image regions,” U.S. Patent Application /,

Recent coverage

M

B I “e next time you’re with a beer geek, order a strong ale”
B I “Scientists demonstrate that beer geeks have great taste”
B I “How to execute the perfect reddit submission”
B I “How a title can sink or float a piece of content”
N S “ings that make a meme explode”
T “How to succeed on reddit”
F “How to cra the perfect reddit posting”
T V “e math behind successful reddit submissions”
P. “Stanford trio explore success formula for reddit posts”
G “is equation can tell you how successful a reddit post will be”
G “e recipe for reddit success”
I B T “e secret to what makes something go viral”
S “Les titres qui marchent sur reddit”
MIT T R “Algorithm predicts circles of friends using contacts data”
W “Algorithm can know your friendship circles beer than you do”

B .

B S J “Helping beer geeks beer understand themselves”
. KH C “is is serious business, people: serious beer business”
GOM “How to maximize your reddit upvotes, by the numbers”



http://i.stanford.edu/~julian/pdfs/cvpr10.pdf
http://i.stanford.edu/~julian/pdfs/bmvc09.pdf
http://i.stanford.edu/~julian/pdfs/cvpr09.pdf
http://i.stanford.edu/~julian/pdfs/nips08.pdf
http://i.stanford.edu/~julian/pdfs/icml06.pdf
http://i.stanford.edu/~julian/
http://scholar.google.com/citations?user=icbo4M0AAAAJ&hl=en
http://www.freepatentsonline.com/y2011/0082670.html
http://www.freepatentsonline.com/y2011/0052063.html
http://www.businessinsider.com/stanford-expert-versus-beginner-study-beers-2013-9
http://www.businessinsider.com/experts-pick-best-beers-in-the-world-2013-9
http://www.businessinsider.com/mathematicians-figured-out-how-to-execute-the-perfect-reddit-submission-2013-8
http://www.businessinsider.com/science-says-these-are-the-words-to-use-and-avoid-to-get-on-reddits-frontpage-2013-8
http://www.newscientist.com/article/dn23867-what-reddit-likes-things-that-make-a-meme-explode.html
http://newsfeed.time.com/2013/09/03/how-to-succeed-on-reddit/
http://www.forbes.com/sites/timworstall/2013/09/02/how-to-craft-the-perfect-reddit-posting/
http://www.theverge.com/2013/9/2/4685632/stanford-researchers-crack-the-math-behind-reddit-success
http://phys.org/news/2013-09-stanford-trio-explore-success-formula.html
http://gizmodo.com/this-equation-can-tell-you-how-successful-a-reddit-post-1239908093
http://www.geekosystem.com/reddit-success-stanford/
http://www.ibtimes.com/what-makes-content-go-viral-scientists-examine-data-reddit-posts-facebook-shares-1346251
http://www.slate.fr/life/77244/titres-qui-marchent-reddit
http://www.technologyreview.com/view/506796/algorithm-predicts-circles-of-friends-using-contacts-data
http://www.wired.co.uk/news/archive/2012-11/02/social-network-algorithm
http://beerstreetjournal.com/novice-vs-beer-geek-preferences-in-one-chart/
http://khitschicago.cbslocal.com/2013/09/19/chicagos-goose-island-makes-20-best-beers-in-the-world-list/
http://gigaom.com/2013/07/15/how-to-get-the-most-out-of-your-reddit-post-by-the-numbers/


G G “Science, and the best ways to get on reddit’s front page”
ACM TN “Stanford trio explore success formula for reddit posts”
T C “Social media: science not art”
A  C “ree scientific rules for writing viral headlines”
P “Mitä löytyy, kun analysoidaan viisi miljoonaa olutarviota?”
EL “Should we recommend right or recommend smart?”

See hp://i.stanford.edu/~julian/ for a more complete list.

Service  teaching experience

R

I have reviewed over a hundred articles for journals and conferences including CVPR, ICML, IJCAI,
IJCV, ICWSM, JMLR, NIPS, PAMI, Paern Recognition, TKDD, UAI, WWW, and many others.

O

I served a primary role in organizing the CVPR  Workshop on Inference in Graphical Models
with Structured Potentials, and the KDD  Workshop on Mining and Learning with Graphs.
Bothworkshopswere very successful, andwere among themost widely aended at their respective
conferences.

T

I have worked as a teaching assistant for classes on concurrency, complexity theory, algorithms,
soware engineering, and introductory computer science. A typical course involved giving a series
of  one-hour tutorials, supervising laboratory exercises, marking, and holding office hours.

M

As a postdoc, I have advised, instructed, and mentored several students. I mentored Himabindu
Lakkaraju while she rotated in our group as a first-year graduate student. During three months
working together, we wrote a paper for ICWSM, which generated significant media aention. I
mentored Norases Vesdapunt on a rotation project studying users’ ratings of articles on Wikipedia,
and I mentored Max Bodoia on a project on socially-regularized recommender systems. I have
also advised several undergraduate and masters students preparing deliverables for an industry
collaboration with a major automobile manufacturer.
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