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Abstract. Deep learning method has become a hotspot topic in recent years, which achieves remarkable
performance in many machine learning fields. In the real world, massive classification has a wide application.
In this paper, we focus on using the deep learning method to abstract features from images and then compare
neural networks, decision tree, and maximum likelihood in classification[1].

In this paper, we choose VehicleX-v2[2] as the dataset, which contains various vehicle images. The dataset
was separated into train, validation, and test sets, which have 45438, 14936, and 15142 images respectively.
Each image is 256*256 with RGB channels. And, to solve the massive classification, we propose different data
augmentation functions to avoid overfitting, and various methods to improve the performance.

After comparing different network structure and hyper-parameters combination, we propose a brand new
network based on VGG network[3] followed by neural network classifier, which achieves 75.09% accuracy on
test set and 96.50% on train set.

Keywords: Massive Classification · Deep learning · Convolutional Neural network · decision tree · maximum
likelihood.

1 Introduction

Massive classification has become an essential part in many real-world systems, for example medical, Big data
technology, including artificial intelligence. The performance of massive classification plays an important role on
these tasks. In this paper, we aim to find the best solution for massive classification on image dataset.

VehicleX-v2 was chosen as our dataset which has a large-scale synthetic vehicle images containing 1362 vehicles.
Created in Unity, VehicleX-v2 combine the synthetic vehicle model and real-world vehicle re-ID datasets, it not
only has a high degree of reality but also editable on a specific attribute. Each image in the dataset is one vehicle at
an angle and shaped with 256*256 in RGB channels. The dataset was divided into train set, validation set, and test
set with 45438, 14936, and 15142 images respectively. Facing this large-scale dataset, various data augmentation
and data preprocessing methods were applied to improve the performance.

In this paper, we aim to use the deep learning method to extract features from the dataset and compare different
methodology to classify the vehicle-ID which is 1,362 classes. Our experimental strategy is to implement a deep
convolutional network as feature extractor to get features, then compare different classifiers, which implement by
neural network, decision tree, and maximum likelihood. The model was trained with train-set showing the accuracy
and loss, also adjust hyper-parameters with validation set. Finally, Using test set to show the accuracy and loss to
evaluate the model. The result suggests that deep learning method and neural network classifier achieve a remarkable
performance on massive classification, and multiple convolutional layer network performs well on extract features
from images. However, overfitting still exists in this network. Based on those findings, we conclude and apply serious
techniques to avoid overfitting and improve performance.

2 Method

We introduce a new convolutional neural network to extract features and classify the images. A large-scale synthetic
dataset named VehicleX-v2 was chosen as the dataset, which has a diverse range of realistic backbone models and
textures. Also, we present various data augmentation methods and data preprocessing methods to improve the
performance. At the same time, we have applied and concluded techniques to avoid overfitting in deep learning
network. Taken together, our experiments show a result that the best way to solve massive Classify Images.
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2.1 Data Augmentation & Data Processing

VehicleX-v2 has a diverse range of realistic backbone models and textures, allowing it to be able to adapt to
the variance of real-world datasets[2]. In this paper, we aim to find the best network structure to solve massive
classification in images, before this data augmentation and data preprocessing is an essential task to do. In VehicleX-
v2 dataset, all images were separated into train-set, test-set, and validation set with 45,438, 15,142, and 14,936 files
respectively. To speed up file loading time, all labels were stored in ”npy” files. For label files, each line represents
one image in the dataset, the first column represents the file path, and the second column is the label that the
image belongs to. And there are 1326 classes in total.

Each image in dataset can represent by [256*256*3] matrix, which indicates R, G, B channels in 256 height and
256 widths. As shown in Figure 1, randomly flip the image, and transfer the image to tensor. Different augmentation
methods are applied to augment the data. And from our experiment, it can reduce the overfitting in an efficient
way.

Fig. 1: Data augmentation and data preprocessing. Each image has R,G,B channel, and randomly horizontal flipped,
then transferred to tensor to boost computation

In the dataset, different images have diverse value ranges which may affect the performance of classification. In
this case, we applied normalization[4] to reduce this effect.

Normalization: For each image i, subtract the mean image of the whole dataset, then divide by the standard
difference of the whole dataset. mean represent the mean image of the whole dataset, std indicate the standard
difference of the whole dataset.

Normalizedi =
imagei −mean

std
(1)

Normalization is an efficient way to reduce the bad effect of different value ranges. At the same time, normal-
ization makes different dimension feature comparable. From our experiment, it can improve the accuracy of the
model.

2.2 Deep Learning

In this paper, We propose a new deep learning neural network based on VGG net[3] to extract features and classify
the images. The architecture of the model consists of two parts - a convolutional neural network for extract features
and a fully connected neural network to learn the features followed by a softmax layer for classification.

As illustrated in Figure 2, convolutional neural network takes in all input images. Convolutional kernel is able to
extract features from images then output the feature map. Followed by max-pooling layer, which able to retain the
main feature like edges, scale in the image, and reduce parameters and calculation in the next layer. Also, pooling
can avoid overfitting in some degree. As shown on the above graph, conv3 and conv4 are followed by an activation
function. After convolutional neural network extract features, the feature was reshaped to one dimension, then
passed to the fully connected neural network. Fully connected layer connect every neural to every activation unit
in the next layer, which is able to synthesize the features extracted from the upper layers. The output of the fully
connected layer pass to the softmax layer for classification. Softmax layer generally used for classification, which
mapping the features into range[0, 1] of each category. The output represents the probability of each class.
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Fig. 2: Illustrate the network structure. There are 5 convolutional layer with 3 max pooling layer in feature extractor,
3 fully connected layer in classifier.

Convolutional layer Convolutional layers[5] convolve the input to a feature map. Each convolutional layer was
defined by convolutional kernel, padding, and stride. After convolution operation, input will be abstract to a feature
map. Equation 2 represents the operation of convolution.

f(xi) =

∑
j=0 xj ∗ kernelj
kernel.size

(2)

Max pooling layer Max pooling layer replaces the value with the max value in a kernel, which provides an abstract
form of representation to reduce the parameters and computational cost. Equation 3 represents the operation of
max pooling.

f(xi) = max(X)X ∈ kernel (3)

Fully connected layer Each fully connected layer consists multiple neural. As illustrated in Figure 3, fully
connected layer takes features as input, each dimension in features corresponding to one neural[5]. These two Fully
connected layer are denoted as FC1 and FC2 with n1 and n2 neural respectively. Assume x be one output of
layerFC1, where x belongs to Rn1∗1. And W be the weight matrix of FC2, where W belongs to Rn1∗n2 . Each
column wi in W is the weight vector corresponding to ith neuron in FC2. In this case, WT ∗ x is the output of
FC2. This operation compiles the data extracted by convolutional layer to generate the final output.

Fig. 3: Illustrate of FC, n1, n2 stands for the number of neurons in FC1, FC2 respectively

Activation Function The activation function is a non-linear function that can enhance the neural network and
map the input to region [0, 1]. In our model, we choose LeakyReLu as activation functions[6]. As shown in Figure 4.



4 Hongxiang Zhang

LeakyReLu has a good performance on computation, when the input is positive LeakyRelu will not have trouble
with gradient explosion. Also, when input is negative Leaky Relu still responds to the input.

LeakyReLu(z) = max(αx, x) (4)

Fig. 4: graph represent the activation function graph LeakyRelu

Softmax layer Softmax layer widely applied to classification, which mapping the input to range [0, 1] of each
category. Each dimension is the probability of each class. As illustrated in Figure 5. Assume V is the input vector
of softmax layer, zi represent the ith category value in V , the output of the ith category is yi.

yi =
ezi∑
j e

zj
(5)

Fig. 5: Illustration of the softmax calculation process. After calculation, each input is map to range[0, 1].

2.3 Decision Tree

A Decision Tree is a divide and conquers method to classification, which widely used in discover features in a
large dataset. Decision Tree uses the branch structure to classify each feature vector into categories[7]. Shannon[8]
introduces Entropy which represents the amount of eliminating the uncertainty. It was written as

Entropy(t) = −
c−1∑
i=0

p(i|t) log2 p(i|t) (6)
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Which p(i|t) represents the probability that node t belongs to class i. When the uncertainty is greater, It needs a
larger amount of information and greater entropy. Also, Higher entropy represents lower purity which means when
the dataset is evenly mixed, the entropy is the greatest with the lowest purity. In this paper, we build a decision
tree based on purity. ID3 algorithm is an effective way to improve purity, which calculates entropy in each node.
Written as

Gain(D, a) = Entropy(D)−
k∑

i=1

|D|
|Di|

Entropy(Di) (7)

2.4 Maximum Likelihood

Maximum Likelihood classification is a statistically based method derived from Bayes theorem, which is commonly
used in traditional classification. It mainly uses a discriminant function to classify each pixel to the class with the
highest likelihood [9]. This paper uses each feature value in an feature vector to identity the feature vector to the
corresponding class. Let P (i|ω) as the posterior distribution, i is the ith class, ω is the feature vector.

P (i|ω) =
P (ω|i)P (i)

P (ω)
(8)

P (ω|i)represent the likelihood function, and P (i) is a priori information. In this case, The probability of ω is

P (ω) =

M∑
i=1

P (ω|i)P (i) (9)

3 Results and Discussion

In this paper, dataset was separated into train set, test set, and validation set with 45438, 15142, 14936 images
respectively. 60% of identities are used for training, 20% for testing, the other 20% are used for adjusting parameters.
The challenge in this data set is that the massive amount of data. To apply our model, all data are being normalized,
randomly flipped, rearrange the order, and convert to the tensor which boosts computing[10]. During the experiment,
we also use CUDA to accelerated computation. We applied and concluded a series of network architecture and hyper-
parameters to improve performance and compare three classification methods. For all experiments, the model was
trained with the same train set and evaluate with the same test set.

3.1 Feature extractor

Network Architectural In this task, we compare two network architectural both based on VGG network[3].
Both of them are train and test in the same dataset, also we use the same three-layer neural network as classifier to
compare the performance. As illustrated in Figure 6. The first network contains three convolutional layers followed
by LeakyReLu activation functions, compared with the second network which has five convolutional layers. These
two networks are trained and evaluated in the same dataset and using the same classifier.

As illustrate in Figure 7, network b performs better, which achieves over 75% accuracy on test set and over 95%
accuracy on train set. network a achieve over 65% accuracy on test set and over 95% accuracy on train set. It is
clear to see that network a is more overfitting than network b, at the same time, when trained in the same epochs
it performs not as good as network b. what else, from subfigure c d show, the loss in network b descend faster. It is
easy to understand why, for network a, which has a shallow network may not able to extract sufficient features from
images. In this case, it will get overfitting. Compared with the deep one, the loss descent faster and perform better.
But it still has a problem with overfitting, which is widely appeared in deep learning networks. In future studies,
we will try different network structures to reduce overfitting, for example, shortcut connection in ResNet[11].

Hyper parameters Hyper parameters play an important role in a neural network, especially in deep learning.
Different combinations of hyper parameters leads a diverse result in a model. In this task, we aim to compare
different combinations of learning rates and epochs to find the best hyper parameters. Compare Adam[12] and
SGD[13], SGD with stochastic character may converge slower than other gradients descends method, and it may
oscillate at the saddle point, also SGD is not able to dynamically adjust learning rate, which may not able to
reach the minimum point at the end of training. In contrast, Adam combines RMSprop and Momentum, which
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(a) Network a (b) Network b

Fig. 6: Illustration of the two different feature extractor. Network a consists 3 convolution layer compare with 5
convolution layer in Network b. They both train and test in the same dataset. And followed by a neural network
classifier.

(a) Accuracy of network a (b) Accuracy of network b

(c) Loss of network a (d) Loss of network b

Fig. 7: Illustration of the accuracy and loss on network a and b.
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auto-adjust learning rate and add momentum to the direction of gradient descend to speed up gradient descent.
Also, batch size is another factor that affects the convergence speed. Generally, models with larger batch size need
less computation cost and converge faster. Considering the size of dataset, and after several times of training, we
choose batch size at 256, network b as our model, and Adam as our optimizer. Table 1 gives a summary of choosing
Hyper parameters.

Table 1: Comparesion between Learning rate, epoches and optimiser

Learning rate Epochs Final Loss Train set Accurcy Test set Accurcy

0.005 20 7.2361 0.06% 0.06%
0.005 30 7.2680 0.10% 0.09%
0.005 50 7.1987 0.08% 0.04%

0.0005 20 0.2507 89.73% 68.70%
0.0005 30 0.2922 93.11% 71.73%
0.0005 50 0.1595 94.67% 73.83%

0.0003 20 5.2364 90.51% 69.48%
0.0003 30 3.3942 94.45% 72.25%
0.0003 50 0.1281 96.50% 75.09%

From the table above, hyper parameters with 0.0003 learning rate, 50 epoch, and 256 batch size perform best
in the model. Learning rate is an essential factor that affects the performance of the model. As Figure 8 illustrates,
when learning rate is 0.01, loss keeps at a high level around 7, which show that learning rate is too high that
gradient always descent overhead and it can not reach the minimum point. Compare 0.0005 and 0.0003, 0.0003
perform better at the beginning of the training and have a better performance in the end. For epochs, loss descent
under 1 when epochs are 50, and the accuracy achieves the highest mark in both train and test set.

(a) learning rate 0.005 (b) learning rate 0.0005 (c) learning rate 0.0003

Fig. 8: Illustration of loss in learning rate at 0.005, 0.0005, and 0.0003 respectively

3.2 Classifier

Neural Network In this task, we choose three-layer neural network as our classifier. The input is the feature map
extracted by last convolutional layer. Each fully connected layer was followed by a dropout layer. Finally softmax
layer map the feature to each classes. As shown in table 2. Neural Network achieves a remarkable performance on
both train set and test set. We can conclude that the Neural network is an appropriate classifier for the massive
classification.

Decision Tree In this session, we use the ID3 algorithm to implement Decision Tree for classification. Due to the
massive class in this paper, the Decision tree in this task has a huge amount of branches for decisions. As shown in
the table 3, It is unusual to achieve better performance on this dataset. Due to the Massive amount of classes, this
decision tree is much complex and redundant, which means there is a small difference between each class, which
leads to a bad performance on the Decision tree. In this case, our conclusion is that the Decision Tree is not a
proper method for massive classification.
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Table 2: Neural Network Performance

Correct False Accuracy

Train set 43847 1591 96.50%
Test set 11370 3772 75.09%

Table 3: Decision Tree Performance

Correct False Accuracy

Train set 5707 39731 12.56%
Test set 67 15075 0.44%

Maximum Likelihood For Maximum Likelihood, we choose Multinomial Naive Bayes for classification, which
assumes probability distribution obeys a multinomial. For this massive classification task, we need to calculate the
prior probability and conditional probability of each data to each class, then using these probabilities to estimate
the class. As the table 4 shown, Multinomial Naive Bayes did not perform well on both the training set and test
set. We can infer that simple Multinomial Naive Bayes can not fully learn the features for classification.

Table 4: Maximum Likelihood Performance

Correct False Accuracy

Train set 5707 39731 29.00%
Test set 67 15075 6.00%

3.3 Summary and Discussion

Due to the limitation of computations and after comparing different network architecture for feature extractor
and three methods for classifier: Neural Network, Decision tree, and Maximum likelihood. We got conclude that
5-layer convolutional network based on VGG and Neural network for classification is the best combination for
massive classification. In the previous experiments, we have discussed different architectural and hyper parameters
for feature extractors. However, accuracy on train set is still much higher than the accuracy on the test set. We
have tried serious of methodology to avoid overfitting, for example, dropout, rearrange the order. Also, there are
multiple methods to improve the performance on test set. Shortcut connection in ResNet is an interesting structure
that may able to avoid overfitting efficiently. Also, comparing with the state-of-art performance[2], which achieve
85.72%mAP, there is still a place for improvement. From the experiment data we collected, we guess a deeper and
more complex neural network might able to improve the performance to a higher level.

The traditional methods like Decision trees and maximum likelihood did not achieve ideal performance. The
Decision tree produces the worse results on both train-set and test-set. Facing massive classification, the Decision
tree needs huge number of branches to classify each data which is low efficiency and bad performance. And if the
algorithm make the wrong decision at the beginning, the result would deviate the ground truth label. The maximum
likelihood which based on statistical theory can have a good performance on normal classification, but faced with
massive feature map in each classes, maximum likelihood performed not well. We got to conclude that decision tree
and maximum likelihood are not the appropriate methods for massive classification.

4 Conclusion and Future Work

In this paper, we propose a deep neural network based on VGG to extract features and evaluate three methods
for classification. First, we developed different architecture in the Neural network. These models are trained and
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evaluated with the same dataset. After the experiment, we found 5-layer convolutional neural network performs best,
which achieves 75.09% accuracy on test set. Then, we compare three methods for classification, results show that
the Neural Network model outperforms compared to the traditional methods. While in this paper, we also discuss
different ways to optimize the model, and the model achieves ideal performance finally. But there still amount of
ways to improve the performance, extended dataset, deeper network, more advanced structure.

Due to the limitation of computer performance and research time, there are also other models and techniques for
classification, for example, speed up SVM algorithm[14], shortcut connection structure in ResNet[11], and deeper
feature extractor, for example, ResNet[11], Google Net[15]. According to the paper, Speed up SVM achieves great
performance on massive classification. And shortcut connection is an interesting and efficient method to avoid
overfitting and improve performance. We will explore those techniques in the future.
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