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Abstract. Emotion recognition plays an important role in HCI system. The process includes finding
important parts of facial regions and classifying them into different emotion classes. In this paper, we create
a Multimodal CNN based neural network and pruning based neural network for emotion recognition. We
demonstrated our result on the benchmark dataset- SFEW dataset. We report an Average Precision for
CNN based neural network of 31% across the 7 categories, which has 12% improvement than previous
methods.
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1 Introduction

Automatically perceiving and recognizing the emotions of human has become the main part of human-computer
interaction[11]. Its associated research includes a multidisciplinary enterprise which includes speech analysis,
linguistic psychology, learning theory and robotics. A computer with powerful emotion recognition ability will
be able to interact and understand human more naturally. Many real world applications such as affect-aware
game development and commercial call centre will benefit from such emotion recognition intelligence.

The possible inputs for emotion recognition include different kinds of signals such as text, audio, bio sig-
nals and image. For vision based emotion recognition, the visual information can be used such as including
face[13], body and pose[14], text[15], speech[16]. However, facial expression is the most important information
for analysing human emotion. Despite the continuous research on emotion recognition, an accurate emotion
recognition under different environment is still challenge. Many early emotion recognition dataset[1–4] is col-
lected in the ”lab controlled” environment where the target person were asked to generate certain facial ex-
pressions. These designed facial expression will result in different visual appearance when comparing with the
natural environment[6]. Therefore, it is not a good representation of natural facial expression.

Recent advances in the emotion datasets focus on more spontaneous facial expressions. The Static Facial
Expressions in the Wild (SFEW) dataset[6] and Acted Facial Expressions in the Wild (AFEW) dataset[17]
were collected to mimic more natural environment which include 7 basic emotion categories- Angry, Disgust,
Fear, Happy, Neutral, Sad and Surprise[6]. The AFEW is collected from video but AFEW is static dataset
from AFEW. Both of the datasets are collected spontaneously and can mimic the facial expression in natural
environment. In the Figure 1, it shows the collected sample facial expression images in the SFEW dataset[6]. The
images not only include the face and body information and also they include a lot of background information.
All the facial expression is in a natural environment. In this paper, we transfer the image information to first
5 principal components of local phase features and principal components of pyramid of histogram of gradients
features. There are 675 input information with 7 emotion categories– Angry, Disgust, Fear, Happy, Neutral, Sad
and Surprise.

In this paper, our goal is that we focus on using LBP features and PHOG features to recognise emotion
on SFEW dataset with pruning neural networks and End-to-End Multimodal CNN based neural network. We
compare their performances on the SFEW dataset.

2 Data preprocessing

In the SFEW emotion dataset, there are 675 input features and 1 label column and 5 LBP features and 5
PHOG features. The box plot in the Figure 2 can show the distribution of the original data. The values of
original data range from -0.05 to 0.15 and the centers of the data values is around 0, which is not good for
neural network to learn. So, I use the Min-Max Normalization to normalize the original data. The Min-max
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Fig. 1. The collected sample facial expression images in the SFEW dataset[6]. In the SFEW dataset, the facial expression
image is spontaneously collected which is used to mimic facial expression in natural environment.

normalization can performs a linear alteration on the original data. The values are normalized within the given
range. The benefit of Min-Max normalization is that all the values can be annealed within certain range. The
Min-Max Normalization formula[7] can be show in Equation 1:

Xnorm =
X −Xmin

Xmax −Xmin
(1)

After normalizing the original data using Equation 1, the distribution of SFEW data can be shown in Figure
3.

(a) LBP data (b) PHOG data

Fig. 2. The original data distribution of SFEW dataset

In the Figure 3, we can see that the values of LBP features and PHOG features range from 0 to 1. The
center of the LBP features and PHOG features is not near 0, which is good for the neural network to learn.
The center for Feature 2, Fearture 3, Fearture 4, Feature 5 is around 0.4.

3 Methods

In this section, the pruning methods for shallow neural networks and the CNN based neural network will be
introduced.

3.1 Pruning methods for shallow neural network

This section will focus on pruning trained networks by using distinctiveness of the output from the hidden layer.
The distinctiveness of hidden units can be determined from the unit output activation vector. This vector will
represent the functionality of the hidden unit. The similarity of pairs of vectors can be calculated by the angle
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(a) LBP data (b) PHOG data

Fig. 3. The original data distribution of SFEW dataset

between them in each pattern. Using Cosine similarity to calculate the score of similarity[8]. The similarity
formula can be shown in Equation 2, by using this formula, we can calculate the vector angle.

similarity(A,B) =
A ∗B

||A|| × ||B||
(2)

, where A and B is the vector of outputs of hidden units .

The neural network architecture can be shown in Figure 4, There are three layers in total. The first layer
is input layer, the second layer is hidden layer, the third layer is output layer. The dimension of input layer
is 5 which is corresponding to LBP and PHOG features dimensions. The output layer dimension is 7 which
is corresponding to 7 emotion categories. The number of hidden layers is range from 6 to 16. We analyse the
impacts of different number of hidden units on the accuracy.

Fig. 4. The neural network architecture include three layers- input layer, hidden layer and output layer

In the Table 1, there are 10 patterns with six hidden units output. It is possible to discover the pairs of
hidden units with similar functionality because the number of pattern and hidden units are very small. But for
large number of patterns and hidden units, it will become difficult to find the the pairs of hidden units with
similar functionality. So we need to calculate the vector angles for the six hidden units, by using the vector
angles, we can remove the similar hidden units[9]. The vector angles for these six hidden units are shown in the
Table 2.

In the Table 2, we can know that the smaller the angle vector is, the more similar the vector is. The pair of
3 and 4 hidden units have the largest similarity because these pair has the smallest vector angle which is 8.1o.
So we need to remove one of the pair hidden units and ensure that the remaining hidden units have different
functionality.

Our neural network pruning algorithm can be described in Algorithm 1: The first step is to train the network
one epoch. The second step is to calculate the similarity for each pair of hidden unit and remove similar hidden
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unit by a certain angle. So the hidden unit will have different functionalities. The third step is to create a new
network without similar hidden unit. Then training the neural network for 200 epochs until it converged.

Table 1. Six hidden unit activations by pattern.

Pattern 1 2 3 4 5 6

p.000 0.5914 0.3303 0.6544 0.5678 0.4130 0.5453

p.001 0.2656 0.4397 0.6113 0.7139 0.3363 0.3672

p.002 0.4798 0.5740 0.5485 0.5522 0.4949 0.4054

p.003 0.6408 0.3224 0.6555 0.5744 0.4975 0.6006

p.004 0.6717 0.3109 0.6153 0.5543 0.4379 0.5231

p.005 0.2993 0.3330 0.7186 0.7569 0.4357 0.5860

p.006 0.4052 0.5558 0.4583 0.6235 0.4310 0.2651

p.007 0.3316 0.5303 0.5024 0.6139 0.3146 0.2507

p.008 0.2550 0.5957 0.5150 0.6451 0.3460 0.2577

p.009 0.3553 0.4690 0.6804 0.6866 0.4933 0.5542

Table 2. Vector angles for pairs of the hidden units.

Pair of units Vector angle

1 2 29.2

1 3 18.9

1 4 24.2

1 5 16.0

1 6 17.3

2 3 20.3

2 4 14.9

2 5 18.1

2 6 29.7

3 4 8.1

3 5 8.8

3 6 10.5

4 5 11.8

4 6 18.2

5 6 13.0

Algorithm 1 Neural network pruning algorithm

1: Start train the network for 1 epoch
2: After 1 epoch, calculate the similarity for each pair of hidden unit and remove similar hidden unit by a certain angle
3: Create a new network without similar hidden unit
4: Repeat Step 1 to Step 3 and train the network for 200 epochs until it converged

3.2 Convolution neural network model for LBP and PHOG features

Convolutional neural network (CNN) is the most popular way of extracting features from input data. CNN
is a type of Neural Network where the mathematical operation can be used to find the relationship between
the data [18] [19]. In this paper, we use 5 layers convolutional neural networks to extract LBP features and
PHOG features. The pipeline of the model can be shown in Figure 5 and it is divided into three modules: LBP
feature extraction module, PHOG feature extraction module and fusion module. The first module takes the
LBP features. The second module takes PHOG features. Finally, the third modules combines these features to
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do a fine-grained regression of the two types of emotion representations. Both of the feature extraction modules
are based on one dimension CNN [20]. These CNN networks provide a competitive performance although the
number of parameters is low. Each network consists of 5 layers, each layer has one convolution with 3 dimension
kernals and Maxpooling. The green box in the Figure 5 represent the convolution operation and the red box in
the Figure 5 represent the maxpooling operation.

The fusion module consists of two fully connected (FC) layers. The first FC layer is used to reduce the
dimensionality of features to 14. The dimension of output for first FC layer is twice the size of the discrete
emotion categories. The second fully connected layer is to predict the emotion category and the dimension is 7
which are the same as the number of emotion categories.

Fig. 5. Proposed end-to-end model for emotion recognition by using LBP features and PHOG features. The model
consists of two feature extraction modules and a fusion network for jointly estimating the discrete categories

3.3 Loss function

In the Section 2 data preprocessing part, we found that the data have a lot of noise. So we use Smooth L1 Loss
as our model’s loss function. The Smooth L1 Loss function is robust to the noise data [5] . The Smooth L1 Loss
can be described as following formula:

smoothL1(x) =

{
0.5x2 if |x| ≤ 1.
y = |x| − 0.5 otherwise.

(3)

4 Experiments and Results

4.1 Training details

In this section, we show the results and perform comparative trial with the baseline. In our experiment, we adopt
the following parameters. The input size is 5 which is corresponding to the LBP features dimension and PHOG
features dimension. The default hidden size for pruning model= 16 from technique paper[9]. The number of
classes is 7 which is corresponding to 7 emotion categories-angry, disgust, fear, happy, neutral, sad, and surprise.
For pruning network, because we need to prune the network, so it will need to more time to converge, so the
default epochs for pruning network is 200, batch size is 10, learning rate is 0.0001. The CNN based network use
the following parameters: the number of epochs is 30, batch size is 10, learning rate is 0.0001. Using Pytorch
tool[10] to implement the pruning neural network and CNN based Multimodal neural network.

4.2 Evaluation Metrics and methods

We use the standard Average Precision (AP) score to evaluate our results and methods on the SFEW dataset.
We compare our results with the baseline model and report our results. The baseline model use SPI method to
get the baseline result[9].

4.3 Analysis and Discussion

Comparing with baseline method In the Figure 6, we analyse the relationship between accuracy and the
number of hidden units and minimal angle between hidden units. we found that in the Figure 6 (a), we can
see that the accuracy increase when the number of hidden units increase and the accuracy of PHOG dataset



6 Zhifeng

is higher than the accuracy of LBP dataset, which means that the more number of hidden units will help the
neural network get higher performance on recognising emotions. In the Figure 6 (b), the accuracy increase as
the minimal angle between units increase. When the minimal angle between units is 60 degree, the accuracy
has the largest number. So, we choose the 60 degree to prune our neural network which has the highest average
accuracy. In the PHOG dataset, our network achieves better performance than LBP dataset.

(a) Accuracy and hidden units (b) Accuracy and minimal angle

Fig. 6. The impacts of hidden units and minimal angle between units

In the Table 3, it gives the accuracy comparing with the SPI protocol baseline accuracy. Comparing with the
baseline method, our method for shallow network can have 8% improvement on the average accuracy from 19%
to 27%. Our methods by using CNN netowrk can archive 12% improvement on the average accuracy from 19%
to 31%. We found that the pruning method can improve the ”Angry” emotion from 17% to 38%, the ”Happy”
emotion from 28% to 36%. At the same time, we compare our methods using different datasets- LBP dataset
and PHOG dataset. By using the pruning method, the emotion categories ”Disgust”, ”Fear” and ”Surprise”
have the highest accuracy on the LBP dataset. The emotion categories ”Angry”, ”Happy” and ”Surprise” have
the highest accuracy on the PHOG dataset. Comparing with the pruning method, our method by using CNN
fusion network can have the highest accuracy. By analysing the accuracy of CNN fusion model, the fusion model
can use the both LBP features and PHOG features’ advantages. For ”Happy” category, the PHOG for CNN
model has the highest accuracy, although the accuracy for LBP CNN model for ”Happy” category is only 0.27,
the CNN fusion model for ”Happy” category can reach 45%.

Table 3. Comparing with the SPI protocol baseline accuracy

Emotion Angry Disgust Fear Happy Neutral Sad Surprise Average Accuracy

SPI Protocol (Baseline)[6] 0.17 0.15 0.20 0.28 0.22 0.16 0.15 0.19

LBP for shallow network (Ours) 0.14 0.34 0.23 0.34 0.20 0.15 0.20 0.23

PHOG for shallow network (Ours) 0.38 0.20 0.18 0.36 0.33 0.28 0.16 0.27

LBP for CNN model (Ours) 0.14 0.28 0.24 0.27 0.18 0.19 0.11 0.20

PHOG for CNN model (Ours) 0.35 0.23 0.21 0.46 0.21 0.15 0.35 0.28

CNN fusion model (Ours) 0.29 0.38 0.31 0.45 0.19 0.20 0.33 0.31

Analysis and Discussion for fusion CNN model In the Figure 7, we compared the performance for different
emotion recognition models in different emotion categories. For single LBP feature model, it performance best
in ”Fear” emotion category, but in other emotion category, it performance worse than other two models. The
fusion model performance best on the ”Angry”, ”Disgust”, ”Happy” and ”Surprise” and fusion model has the
highest average accuracy. The fusion model has the highest average accuracy because the fusion part of the
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fusion network can merge the LBP features and PHOG features extracted from previous neural network.

Fig. 7. Accuracy for CNN based model. Proposed end-to-end CNN fusion model for emotion recognition by using
LBP features and PHOG features. The model consists of two feature extraction modules and a fusion network for jointly
estimating the discrete categories

In the Figure 8, it gives the confusion matrix for single LBP model, single PHOG model and fusion model. In
the Figure 8 (a), we found that the single LBP model can distinguish ”Angry” with other emotion categories. In
the Figure 8 (b), we found that the single PHOG model can distinguish ”Happy” with other emotion categories.
In the Figure 8 (c), we found that the fusion model can distinguish ”Angry” and ”Happy” with other emotion
categories. But our CNN fusion model has limited ability to distinguish ”Disgust” with other emotion categories.

(a) Confusion matrix for LBP model (b) Confusion matrix for PHOG model (c) Confusion matrix for fusion model

Fig. 8. Confusion matrix for CNN based model. Confusion matrix for singleLBP model, single PHOG model and
fusion model

Limitations for pruning network and CNN models In the Figure 9, we show the Average Precision for
shallow pruning network on LBP data and PHOG data for 7 emotion categories- Angry, Disgust, Fear, Happy,
Neutral, Sad and Surprise with different hidden units, which is corresponding to different compression ratio. In
the Figure 6 (a), the average accuracy for all the emotions increase when the number of hidden units increase.
In the Figure 7, we found that our fusion CNN performance better than the shallow pruning network which has
the highest average accuracy and has %12 improvement than the baseline method. Comparing with the baseline
method, our shallow pruning network and fusion CNN method has achieved greatly improvement.

However, both our shallow pruning network and fusion CNN network has some limitations. In the Figure 9,
for ”Happy” emotion on PHOG dataset, the accuracy of ”Happy” category first increase then decrease when
the number of hidden units increase. ”Happy” category on PHOG dataset has the lowest number in 16 hidden
units, which means our model has limitation for distiguishing ”Happy” category with other emotion categories,
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(a) 6 hidden units (b) 8 hidden units (c) 10 hidden units

(d) 12 hidden units (e) 14 hidden units (f) 16 hidden units

Fig. 9. Accuracy for pruning method model. The Average Precision on LBP data and PHOG data for 7 emotion
categories- Angry, Disgust, Fear, Happy, Neutral, Sad and Surprise

(a) 8 hidden units on LBP (b) 12 hidden units on LBP (c) 16 hidden units on LBP

(d) 8 hidden units on PHOG (e) 12 hidden units on PHOG (f) 16 hidden units on PHOG

Fig. 10. Confusion matrix for pruning method model. The confusion matrix on LBP data and PHOG data for 7
emotion categories- Angry, Disgust, Fear, Happy, Neutral, Sad and Surprise

and our model is not robust for certain noise, although the average accuracy on PHOG is the highest. In the
Figure 10 (f), the confusion matrix shows that our pruning model have limited ability to distinguish the ”Anger”
and ”Surprise”, ”Surprise” and ”Sad”. In the Figure 8 (c), we found that the CNN based fusion model can
distinguish ”Angry” and ”Happy” with other emotion categories. But our CNN fusion model has limited ability
to distinguish ”Disgust” with other emotion categories. This low accuracy is attribute to the complex nature
of condition in the SFEW database[6]. Our shallow neural network and CNN fusion models are not robust
for uncontrolled environment experiments. The other reason is that our model use LBP features and PHOG
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features which have been preprocessed and some local and global information in the images has lost. The LBP
features and PHOG features is hard for our model to be used to infer the person’s emotion.

5 Conclusion and Future Work

We have demonstrated that using pruning network and fusion CNN network can improve the ability of recognis-
ing emotion states. Our proposed methods achieved an excellent result on SFEW dataset. However, the SFEW
dataset is uncontrolled environment dataset, the confusion matrix shows that our shallow model has limited
ability for distinguishing certain emotions. Our future work is to use image-based dataset to improve the ability
for distinguishing certain emotion states. In this paper, we used the LBP and PHOG features dataset and anal-
yse the performance on these two datasets. However, our pruning network and fusion CNN network has limited
ability to extract useful information by just using LBP features and PHOG features. In the future work, we
need to combine LBP and PHOG features dataset and image datasets and take advantage of image information
and PCA features information to training our model, and improve the ability for recognising emotion states.
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