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Abstract. CNNs are a very successful neural model but it comes at a considerable expense in both computation and
storage. This paper is an effort to reduce these costs by pruning the weights of various layers by maintaining a similar
accuracy. This experiment deals with binary classification of sparse historical persons by a deep convolutional neural
network. The distance between extracted facial features of the image dataset are used for this research. The baseline
fully connected feed-forward network achieved 80.55% average test accuracy, stored 23682 parameters and took
0.002869 seconds to train. Our proposed deep CNN without pruning achieved 79.16% average test accuracy, stored
707874 parameters and trained in 0.375123 seconds. Our model with distinctiveness pruning achieved the best test
accuracy of 77.51% by storing only 707820 parameters when trained in 0.309405 seconds. We then compare these
results on the basis of accuracy, time and storage costs.
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1   Introduction

CNNs are one of the most popular and successful deep learning architectures. The reason for their success is that they
extract meaningful features of images and convert them to lower dimensions by convolution without losing its
characteristics [10]. The dataset and the task this paper solves are discussed in this section. We will see what makes this
dataset and our task difficult and important in the description below.

1.1   Task

CNNs can be very huge architectures, like VGG [13], which can be difficult to store and run on small devices with
limited memory like smartphones. Our goal in this paper is to optimize CNN models to train and test in lesser time and
lesser memory while ensuring that our accuracy remains similar. This optimization will pave the path for bigger models
to be perfected to have as few connections between neurons as possible to achieve the same task with littlest
compromise in accuracy. For this we have proposed a pruning optimization whose criteria of pruning is on how distinct
our neurons are. Our model acts as a dummy model with 4 hidden layers only. This is to demonstrate the difference in
model’s performance with and without pruning in all aspects. What makes this task difficult is our choice of dataset
discussed in 1.2.

1.2   Dataset

This paper aims to compress facial features in historical human photographs by pruning to solve this classification
problem efficiently [1] so that it can be implemented for other sophisticated CNNs. This paper compares the results of
our proposed pruned model with a non-pruned network. The dataset consists of 36 unnamed historical images with 2
images per person only. Thus this is a sparse dataset problem, where a model has to learn from less than 5 instances
(here 2) per person of an image and recognize if it is the same individual or not in a new image.

Current face recognition approaches are unable to provide sufficient interpretable information. Hence, [1] proposes
features like facial feature markers (FFMs) and distances between them (in pixels) to be used for identification. The
images dataset comprises 12 sets of 3 images. The sets are such that the first two out of three in a set are positively
identified as being the same person, and the third is positively identified as not being a match. That is or each set of
three photos, A matches B, B does not match C, and C does not match A [1]. The “distances” dataset has 36 data
points from all sets such that they compare features of images (A,B), (B,C), and (C,A). Thus 3 comparisons are made
for 12 sets giving us 3x12=36 examples in the “distances” dataset. The target values of these 36 examples are ‘1’ and
‘0’. Here, ‘1’ means the images are of the same person, else not depicted by ‘0’. Out of the 36 samples in this dataset,
there are 12 instances of '1' and 24 instances of '0'. Hence, the data is imbalanced as the class distribution is not 1:1 but
in a 1:2 ratio.
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Table 1. Set of 14 facial markers with criteria evaluation. [1]

Table 1 lists the 14 facial markers and what type of features they are. Table 2 shows cosine similarity measures for
distances and FFMs dataset wherein the cosine similarity for distances data is lesser than FFMs data on average. Also,
the “distances” dataset gives better results than the FFMs as per [1]. Hence, we shall use distances dataset to test our
models on to make the task more challenging. It also guarantees that our reported results are fair. The set of 14 FFMs
are marked on Fig 1 (a) and the calculation of distances is depicted in Fig 1 (b). The “distances” dataset provides length
in pixels calculated between FFM of each image with a total of 91 distances each and for the pair of images it is 182.
All features are positive real numbers in the “distances” dataset.

Table 2. Cosine similarity measures for Distances and FFMs. [1]

This dataset was chosen to make the task more difficult, fair and generalizable. We are trying to improve the
performance of our model by making the weights of neurons sparse. But the data itself is sparse. This will make the
optimization task very challenging. Our dataset has only 36 examples but has as many as 182 dimensions. Visualizing,
interpreting and analysing these many dimensions is difficult in itself. As the data is sparse, therefore we can clearly see
if our model performs subpar or is actually helpful. If the outcome of our experiment is successful then this work can be
generalized and easily replicated for bigger models deployed on devices with limited memory for example in [12]. We
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will compare our training and testing time both. As some models nowadays require online learning, reduction in training
time is of essence and lesser testing time is important for deployment.

(a) (b)

Fig. 1. (a) The FFMs are marked in one of the photographs and (b) calculating euclidean distance between FFMs at p and q pixels [1]

2   Methodology

2.1   Dataset

The binary, one-class target labels in the “distances” dataset are 1 and 0, denoting match (1) or not a match (0)
respectively. Since the target variable is unbalanced, we will use stratified k-fold to get train, validation and test split
which preserves the percentage of samples in each class [9]. Since the dataset is small we used cross-validation to
ensure that if any biases are present in the data, it does not affect our results. The ratio of this split is shown in Table 1.
The models have been trained on the training set, hyper-parameters were tuned on the validation set and tested on
instances in the testing set. As the cosine similarity measures in Table 2 showed almost 0 correlation in the distances
dataset, not much preprocessing was required. However, in the distances dataset, the first column of the dataset contains
a dummy variable that has information about which image pairs are being compared among the three possible
combinations in each set of three images (n-1 & n-2, n-2 & n-3, and n-3 & n-1). This column has been removed as a
part of preprocessing as it directly gives away the target value. Since all the features of the dataset are positive, thus the
gradient computed by an activation function centred at zero like ReLu could be all negative. One way to mitigate this is
by normalizing data such that it is centred at zero with unit standard deviation. Another way is to use Tanh activation
which is not centred at zero. [7]. Hence, the “distances” data is normalized accordingly for further use.

Table 3. Parameters and hyperparameters required for both models.

BaseLineNet model DeepCnnNet model

Parameters Value

Number of folds 6 6

Split of N (=36) data points into
train : val : test ratio

4 : 1 : 1
(= 24 : 6 : 6)

4 : 1 : 1
(= 24 : 6 : 6)

Number of features of each sample 182 182

Batch size same as input same as input

Number of epochs 200 200

Loss function Cross Entropy Loss Cross Entropy Loss

Optimizer Adam Adam
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Initial Learning Rate 0.005 0.005

Learning Rate Halved at epochs 10, 40 15, 40, 80

Number of Hidden layers 1 (fully-connected) 4 (3 convolutional + 1 fully connected)

Number of Neurons in all Hidden layers
in a list

[128] [512, 128, 64] (convolution layers) + [32]
(fully connected layer)

Activation Function for all Hidden layers Sigmoid Tanh

Filter size for all Convolutional Layers no convolution layer [(5, ), (5, ), (3,)]

Output Neurons 2 2

Activation Function for Output layer Sigmoid Sigmoid

The batch size for all models is the same as the input. That means for training, it is 24. for validation and testing the
batch size is 6. Adam optimizer is used to optimize all the models as it allows for fine-tuning of learning rate. As our
dataset has a binary target, hence cross-entropy loss is used. Also, because our output is of dimension 2, we use sigmoid
activation on the output layer to calculate the probability for each class.

2.2   Baseline Model

The baseline model called BaseLineNet is used to compare the results of other models and provide a baseline accuracy.
It consists of an input layer, followed by one fully connected feed-forward hidden layer with Sigmoid activation
followed by an output layer with sigmoid activation. The learning rate of the Adam optimizer is reduced to half after the
10th and 40th epochs for better training. The rest of the hyperparameters are in Table 3 for comparison. All these
hyperparameters have been tuned by several trial and error experiments on the validation set. Fig 2 shows the model
architecture.

Fig. 2. The architecture for the baseline model has three layers in total with one hidden layer. The 182 in input dimension is the
number of features in data. The hidden layer is fully connected to input and output layers with 128 neurons. The output layer has 2

possible outputs: 0 depicting the input information for different images or 1 indicating the photographs are of the same person.

2.3   Deep Convolutional Neural Network model

The model depicted in dataset paper [1] has been modified and is called DeepCnnNet. It has been trained, validated and
tested over 6 stratified k-folds rather than 10. It has 4 hidden layers other than input and fully connected output layers.
These hidden layers are composed of three 1-D convolutional layers and one fully connected feed-forward linear layer.
The first fully connected hidden layer scales the feature map down to 32 dimensions and the second one reduces it to 2
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(same person ‘1’ or not ‘0’). Tanh activation functions are used for all hidden layers whereas Sigmoid activation is used
for the output layer. Our target variable is of binary class so it makes sense to use sigmoid to get probabilities in the
output layer. The model is trained using Adam optimizer wherein after the 15th, 40th and 80th epochs, the learning is
reduced to half. The rest of the hyperparameters are in Table 3 for comparison. All these hyperparameters have been
tuned by several trial and error experiments on the validation set. Fig 3 shows this model’s architecture.

Fig. 3. The architecture for the deep CNN model has 6 layers in total with 4 hidden layers. The N inputs are convolved with 512
filters of size (4,) then 128 filters of shape (5,) and then with 64 filters of shape (3,) without padding and with stride 1. The output of
the last convolution layer is reshaped then passed to the 1 fully-connected hidden layer which is then passed to the fully connected

output layer. We get the output of dimension [N, 2].

2.4   Pruning the Deep CNN model

Pruning has been performed after the network has converged, and then retrained after pruning, for 200 epochs, to check
the difference in the result. This retraining allows for the model to be fine-tuned now that weights are sparser. This
process continues until no more weights are left to be pruned as shown in the pipeline in Fig. 4.

Fig. 4. Pipeline for pruning the deep CNN model based on Cosine similarity of activations. If the angle lies in a certain range, then
the weights are pruned accordingly and then restrained until no such neuron is left. Thus the resulting network will be distinct.

The criteria to be pruned is cosine similarity between activation layers’ outputs. If the angle between 2 activations is less
than the pruning angle, for example 45 degrees, then one of the connections is pruned as they are both similar and hence
redundant. However, if the angle is more than 180-pruning angle, for example 165 degrees, then the activations are
complementary in which case both of these are pruned. The similar nodes perform the same task and hence removing
one of them by adding its weights and biases to the kept neuron will make the architecture small and in turn, reduce
time to compute. Simultaneously, the complementary activations nullify each other. Removing connections between
neurons in this manner ensures distinctiveness of neurons is maintained [5]. The angle between the outputs of
activations is computed using the equation below (eq 1).

𝒔𝒊𝒎𝒊𝒍𝒂𝒓𝒊𝒕𝒚 = Acos ((𝑨 . 𝑩)/(||𝑨||x||𝑩||)) eq 1

The hyperparameters for pruning the model are kept the same as in the deep CNN model. The reason is that pruning is
used as an optimization method. Hence, to compare better, the same model parameters as in Table 3 are used for the
deep CNN model with pruning.
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3  Results and Discussion

The models have been experimented on over 10 times and the average training, validation and test accuracies and losses
achieved are reported across all folds for all models. These are reported in Table 4 below. Although all the results for the
BaseLineNet model are better than the DeepCnnNet model, since our goal requires us to compare the accuracies, and
time-space overheads of CNNs, we will proceed to prune only the deep CNN model. The time taken to train and test
data using each architecture and the number of parameters required by each model is in table 5 below. The number of
parameters indicates the amount of storage space required to store the model. These performance parameters are
compared in Fig 5 bar plots. The results are discussed and analysed in sections 3.1, 3.2, and 3.3. Appendix A contains
the learning curves of all models for all 6 folds.

Table 4. Accuracy and loss for all architectures discussed in section 2

BaseLineNet DeepCnnNet without pruning DeepCnnNet with pruning

Accuracy in
percentage
(average of several
experiments and over
different epochs)

Training 91.67 90.28 90.23

Validation 83.33 74.99 -

Testing 80.55 79.16 77.51

Cross Entropy Loss
(average of several
experiments and over
different epochs)

Training 0.462422 0.450637 0.46209

Validation 0.506855 0.558106 0.57148

Testing 0.513476 0.567455 0.58526

Table 5. The performance overheads are reported for all models here. For the DeepCnnNet model with pruning, the training time
refers to the time taken to train the model once re-training has been performed. All the results are the mean of several experiments.

BaseLineNet DeepCnnNet without pruning DeepCnnNet with pruning

Training time (in seconds) 0.002303 0.406721 0.309405

Testing time (in seconds) 0.079165 0.009709 0.009752

Number of Parameters 23682 707874 707820

3.1  Baseline model

The baseline model achieves better results than expected. One possible reason is that the dataset is quite small and has
only 2 target classes. Although its validation and testing loss are lower than the DeepCnnNet model, its training error is
slightly more. The losses are around 0.5 with its training loss being the lowest which verifies that our baseline model’s
hyperparameters are well-tuned and it is not over or underfitting the data. Interestingly, the time taken by BaseLineNet
to test is approximately 30 times more than training. The reason for this disparity is possibly because of the number of
connections between the hidden layer and output layer being very high. The number of parameters in our non-pruned
CNN is about 30 times greater than parameters in the baseline feed-forward network. This difference can be attributed to
the size of our model.
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(a)

(b)

Fig. 5. (a) Comparison of time taken to train or retrain (red) and test (blue) and (b) number of parameters for the 3 models

3.2  Deep CNN model without pruning

The accuracies and losses for the deep CNN model without pruning are reported in Table 4 above. These results are
comparable to the results of the dataset paper [1]. The validation accuracy being similar to the results in [1, 11]. As our
model is a deep CNN implementation rather than a 2 hidden layer feed-forward network defined in [1], our model
outperforms in test and training accuracies. The decrease in the number of folds from 10 to 6 also helps to generalize
better. The splits in train, validation and test sets are better defined. The model has more examples to test in our
proposed architecture compared to only 1-2 testing examples in [11]. The time taken to train the baseline feed-forward
network is roughly 200 times lesser than the deep CNN model without pruning. This huge difference is the result of the
complexity of models, where one has 4 times the hidden layers of the other.

3.3  Deep CNN model with pruning

No neurons were found to be removed at angles less than 45 degrees. The testing time as expected is lesser with pruning
than without. The time to re-train the pruned CNN model is lower than that of training without pruning. The number of
parameters is also lesser. The accuracy has dropped by almost 1% but that is understandably caused by sparsity of
connections. We were able to achieve our goal to decrease time and space for our CNN model.

4   Conclusion and Future work

In this paper, we showed that pruning features of the input and pruning neurons of a hidden layer based on
distinctiveness decrease a significant amount of parameters with a little drop in accuracy as a trade-off. With the
advancement in technology, huge models with billions of parameters are deployed which could be made more efficient
if pruned according to how distinct activation values are. Although the accuracy of our model needs to be improved
further, we have proven that our model is able to cut down the computation and memory costs. Our proposed method is
useful specifically in cases where a large model needs to be deployed on devices with small memory like mobile phones
and drones enabling simpler and faster models to be trained. An example for this is Google Photos which trains and runs
an AI algorithm for recognition by using user-given labels of people in images [12]. Naturally, as the connections
become sparser, the task performance will progressively degrade thus choice of angle between activations is important.
But this trade-off of sparsity vs. performance can reduce time and save memory.

There is plenty of room for improvement of our method. Future work involves using the proposed method together
with a deep auto-encoder to further improve its efficiency. Secondly, by extending this work by using different pruning
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techniques like pruning on badness factor [5] and pruning filters of CNN [6]. Pruning of connections between input
layer and first hidden layer can also be tested [8]. The dataset used is unbalanced and hence handling it by resampling
the dataset or generating synthetic samples could help. Also, the SMOTE technique [4] can also be tried to balance the
dataset. Issues of pose (pitch, roll and yaw), resolution and camera angle are important problems to be solved. Adding
pooling, regularization or batch normalization can also be tested to improve weights and features selection.
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Appendix A:

All the learning curves for both architectures across all 6 folds for 200 epochs are displayed here. These curves show
that all our models are well-tuned for most folds. As training might be dependent on data for small datasets, hence it is
not possible to have good learning curves for all folds. But for more than 3 out of 6 curves we get good learning curves.
1. Baseline - Feed-forward network



Pruning CNN for Faster and Efficient Classification 9

2. Deep CNN without pruning
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