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Abstract. It is extremely important to be able to understand and simply the 
inner workings of a neural network. In doing so, the broader structure that data 
holds can be understood and explained. This report explores how the 
ExplainGrades method can be improved to be able to work on time series data 
with high dimensionality. ExplainGrades generates a value called a 
characteristic value which is what a typical input would look given a certain 
output. This paper expands on ExplainGrades by using a genetic algorithm to 
create a simplified version of the characteristic input. This simplified version of 
the characteristic input proves to be a useful tool that allows for insight into the 
neural network that is much more human friendly. It should be noted that this 
methodology would work best on time series data as the methodology that 
simplifies the line requires there to be correlation between adjacent values.  
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1   Introduction 

With neural networks being a highly useful tool for finding complex patterns in data, 
it begs the question how do we understand these networks. As the inner machinations 
of a neural network are enigmatic, methodologies such as the ExplainGrades were 
developed to extract rules from a neural network. The extracted rules are supposed to 
be easier for people to read, however, when this technology was applied to the Smiles 
dataset, due to the high dimensionality, the results were not easy for a human to 
understand at all, defeating the purpose of the technology. This leads to the main goal 
of this paper which is to build on, and improve the validity of the ExplainGrades 
method by making the result more human readable. This has been done by utilizing an 
evolutionary algorithm to develop a more simplified version of the “characteristic 
output” produced by ExplainGrades. While this solution is relatively effective on the 
dataset being used, it would likely have trouble being generalized to datasets that are 
not time series. 

The technology that is being extended is ExplainGrades. This is a rule extraction 
method that creates something called the “characteristic input”. The characteristic 
input is what the typical input that gives a certain output when fed into a network 
looks like. For example, in the original test of ExplainGrades, all the inputs that 
produced a false value were averaged and this averaged input would be the 
characteristic false input. Similarly, all the inputs that produced a true value were 
averaged and this was the characteristic true input. 

The dataset used is the full version of the Smiles_v2 dataset. This dataset contains raw 
information on the pupil dilation of the left eye and right eye of 12 participants when 
they perform a real smile and a fake smile. This produced a dataset with 408 samples 
with a dimensionality of 1191. When compared to the Smiles_v1 dataset, it is clear 
that the dataset had undergone much modification to be more usable. Similarly, the 
raw data has been manipulated to be usable for this paper. The modifications that the 
data has undergone is documented more thoroughly below. 

2   Data Inspection  
As the data used was raw data, there were many issues with it that needed to be fixed 
before it could be made usable. It was immediately clear that each sample was of a 
different length, there were empty values all throughout the data and there were 
outliers all throughout the data.  
   



 
Fig. 1. The raw data of one of the csv files. It shows that there are many nan values and that 
each sample has a different length. 

 

 
Fig. 2. An example of one of the pupillary dilation samples. It can be seen that there are outliers 
in the data as well. 

 
 

To ensure that each sample is of the same length, each sample was trimmed from 
1191 to 541. This number was selected because the modified data in Smiles_v1 
dataset was of the same length. To identify outliers in the dataset, the average 
difference between adjacent points in a sample was calculated. If a point was over 35 
times this distance from its neighbor, it was then replaced with a nan value. The value 



35 was chosen simply because quick experimentation demonstrated that it isolated 
most outliers while leaving most inliers. To fill in these missing values, consecutive 
nan values were identified, and the boundaries of these consecutive values were used 
to linearly interpolate the missing data in that segment. An example of this is shown 
below.  

 
Fig. 3. A demonstration of the methodology used to remove outliers and identify missing 
values as well as the corrected data. 

 

 
Fig. 4. A figure demonstrating the patterns in the data before data correction processes were 
applied 

This image shows the basic patterns in the data after interpolation was performed. It is 
clear from the third image that some participants' eyes dilate much less than others. 
This sort of behavior could lead to some people always being marked as a real smile. 
To account for this, the data was scaled on a per person basis. 



Fig. 5. A figure demonstrating that each person has a closer average value after data 
correction is applied. 
 
Scaling the data per person is the last modification made to the data. It can be seen 
that there is now less variance in the pupil dilation of different participants, but the 
difference in pupil dilation for a real smile and a fake smile is preserved. 



3   Methodology  

Characteristic values 
To produce characteristic values, a neural network was trained on the pupillary data. 
The network had three hidden layers, all of which used relu as an activation layer. The 
output layer had two output values and was passed through a softmax function 
producing an output that correlated to True/False values. To actually produce the 
characteristic values, all the samples in the dataset were fed back into the trained 
network. The samples were then sorted by the output they produced and were then 
averaged. These averaged values are the characteristic values. These two 
characteristic values can then be averaged to produce the “average characteristic 
value”. This value sits somewhat in the middle of the two classes and is used in 
building a simplified model. 
 
Simplified characteristic values 
To produce the simplified characteristic values, the characteristic value was 
approximated with a polyline. To develop this polyline, the program tries to 
approximate the characteristic value with a given number of points. The program 
iteratively adjusts the position of these points and once done, straight lines are placed 
between these points to create a polyline. This polyline is then divided into segments, 
and the average difference between each point on a smile and its respective segment 
on the polyline is used to create a simplified version of the smile. This reduces the 
original smile line into significantly fewer points while retaining information about its 
structure. A decision tree classifier is then trained on these simplified smiles. 

 
Fig. 6. The simplified version of the average characteristic line plotted on top of the 
average characteristic line 



 
 
4   Discussion  
The first issue that should be mentioned is that the dataset smiles_v2 still does not 
include the sex of each participant. Given that the paper mentioned that this was an 
important characteristic in predicting the pupil dilation behavior [4], it is very 
surprising that this information was kept from the raw data. The prediction model 
could likely be made much better by incorporating this information. 

In contrast to what was found in the original paper, the weighted tensor does not 
appear to be a good alternative to an average tensor as is indicated visually. Given 
that it is much closer to the characteristic real smile than it is the characteristic fake 
smile, it is very surprising that the network considered it a fake smile. This is most 
likely reflective of the imbalance in the dataset toward fake smiles 
 
To provide context to the issue with the previous iteration of ExplainGrades, the 
graphs are provided below. As is shown, all of the data in the original dataset could be 
divided in only a few divisions. However, each time a different attribute was used. 
The implication of this was that there were many attributes that could be used to 
divide the data. This meant that there was no definite way to divide the data, making a 
more human-friendly simplification of the patterns in the data very difficult to create. 



 
Fig. 7. Decision trees generated from the characteristic values 
 
 In contrast, the version that incorporates the simplified version of the line, 
consistently separates on the same values. The data used tends to have an upward 
curve when a fake smile is detected and this is demonstrated in the graph below. This 
tree is based on a polyline with seven segments, so it is clear that the main split is 
based on the values in the last portion of the graph. In the tree below X[6] 
corresponds to segment 6 in the graph. 

 
Fig. 8. Decision trees generated from the simplified characteristic values 
 



 
Fig. 9. The average characteristic line split into seven segments. Each segment 
corresponds to a decision in Fig 8 
 
 
5   Conclusion 

As has been demonstrated, a modification to the characteristic value can be used to 
simplify a neural network. This simplified characteristic not only preserves the 
approximate structure of the data, it enables the structure of the data to be displayed in 
a more human-friendly way, even if the original data has high dimensionality. It may 
be difficult to apply this to other situations outside of time series situations however, 
as it requires each point in the sample to be correlated with each other. 
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