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Abstract. Pre-trained convolutional neural network models have a widely application and achieved great success in 
image recognition and natural language process field. Most of them have a good performance in processing large scale 
of different datasets. This paper in order to increase the current SARS-CoV predicting task performance by utilizing a 
popular pre-trained convolutional neural network named AlexNet [4] and apply on the SARS-CoV-1 fuzzy signature 
dataset after fine-tuning the pre-trained model. Different from using multiple dimension data such as image and words, 
this paper shows a method of trying use one-dimension data as the input of model classifiers and get a well predicting 
result on the four labels classification problem. The accuracy is growing stably with the increase of training epochs and 
the average test accuracy is 98.45%, indicating great potential in applying multilayer convolutional neural network 
after fine-tuning in helping stop the current pandemic of COVID-19. 
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1  Introduction 

1.1   Background 

SARS is a severe respiratory infectious disease, and have a rapid progress of respiratory failure in critical patients. It 
is highly infectious and with a rapid disease progress. To stop the epidemics of the highly infectious virus, increase 
capability in detecting the early cases is of great important. Features of SARS cases are important and useful to indicate 
SARS infection cases. It concludes: Body Temperature at different times of a day multiple parts, Systolic and Diastolic 
Blood Pressure, Nausea Symptom, and Abdominal Pain. The SARS-CoV-1 dataset includes these features in the form of 
fuzzy signature structure. The fuzzy signature structure [1] is a concept that can be used to find a relationship between 
complex structured data in classification tasks. There are many applications of fuzzy logic structure, one of it is in medical 
data processing. B. Mendis, T. Gedeon and L Kóczy (2005) [1] reported that the medical and economic diagnoses are the 
obvious applications of the fuzzy signatures. (p.1) Since most of the medical data are fuzzy and not easy to distinguish, 
the healthy index is a range, not a specific number. Fuzzy logic can use to describe the severe degree of various symptoms. 
Hospitals and doctors can use the fuzzy logic data to help diagnose the disease. In this way, the method of doing 
classification task based on fuzzy logic data is worthwhile, and it is the main target of this research. 
 
1.2   Dataset 

 
The SARS-CoV-1 dataset [1] contains four different kinds of cases and twenty-three column of fuzzy values. The four 

different cases are SARS, Hypertension, Pneumonia, and Normal cases. There are a thousand samples of each symptom. 
There is no label in the original dataset, and the name of file represent which class they belong to. Twenty-three columns 
of fuzzy values can be divided into four main parts, Temperature data, Blood Pressure data, Nausea symptom and 
Abdominal Pain symptom. The temperature data include four parts, recorded temperature of patients at 8am, 12pm, 4pm, 
8pm four different time. The degree of temperature separated into three parts, Slight, Moderate and High degree at each 
record time, use the correlated fuzzy value to record. Blood Pressure is separated to two parts, Systolic blood pressure 
and Diastolic blood pressure, each of them has three degree, Slight, Medium and High. Nausea symptom is separated into 
Slight, Medium and High degree. Abdominal Pain symptom includes two kinds of fuzzy logic data, No or Yes. The brief 
structure of SARS-CoV-1 is listed in the Figure 1 as below. 
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Figure 1. The fuzzy structure of the SARS-CoV-1 dataset 
 

 

2 Methods 

 
2.1       Data Preprocessing 

The features represented by fuzzy value in the dataset are range from zero to one. Applying normalization method to 
the fuzzy value can do the features scaling, make the data accords with the normal distribution. There are two popular 
data normalization method, Min-Max normalization and Zero-Mean normalization. Min-Max normalization have a 
widely use in the centralize sample data. Our fuzzy logic dataset is relatively dispersed, the Min-Max normalization is 
not feasible. Here we can use the zero-mean normalization method. It accords with the equation 

 
  𝑥𝑥𝑛𝑛 = 𝑥𝑥−𝜇𝜇

𝜎𝜎
                                                                                     (1) 

 
( 𝜇𝜇 is the mean of all samples,𝜎𝜎 is the standard deviation of all samples). The four classes are labeled as the number 

zero to three, HighBP: 0, Normal:1, Pneumonia:2, SARS:3. Encoded classes with numbers is convenient for using 
convolutional neural network to finish consequent classification task. The means of twenty-three fuzzy logic data are 
zero and standard deviation are one. Eventually, the four separate datasets are assembled into one integrated dataset and 
the order of data is shuffled randomly. The ratio of training set, validation set and testing set is six to two to two. 
Because the pre-trained convolutional neural network has a large scale of parameters and hyperparameters, and we aim 
to find a suitable hyperparameter settings for our small dataset classification task. The validation set is useful in select 
the optimized the number of nodes in each layer and adjust the parameter to avoid overfitting and improve the 
generalization ability of the model. The test set is use to test the final performance of the model.  
 
2.2      Pre-trained model architecture 
     The over all architecture of the pre-trained CNN named as AlexNet is depicted in Figure 2. [4] It is a complicated 
network contains eight layers with weights, and first five layers are convolutional and the remaining three are the fully-
connected layers. The output of the last fully-connected layer is fed into a one-thousand-way softmax which produces a 
classifier do classification task over one thousand class labels. The AlexNet have two functional parts, features 
extraction part and the classifier part. The kernels of the third convolutional layer are connected to all kernel maps in the 
second layer. Krizhevsky, A., I. Sutskever , and G. Hinton(2012) The neurons in the fully-connected layers are 
connected to all neurons in the previous layer and the response-normalization layers follow the first and second 
convolutional layers. The Max-pooling layers follow both response-normalization layers as well as the fifth 
convolutional layer. The ReLU non-linearity is applied to the output of every convolutional and fully-connected 
layer.[4]  
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Figure 2. Brief illustration of the architecture of AlexNet 

 
2.3      Fine-tuning on the model 

Feature extraction is needed widely in image processing task, and we use one-dimensional fuzzy logic data as input. 
We can discard parts of layers on the feature extraction part, and reserve most of the layers on the classifier part. We 
can first do truncation on the last softmax layer, represent with a new non-linear layer. The original CNN have a one 
thousand classes layers, and we do classification task based on four classes, so we need to change the one thousand 
classes layers into four classes layers. Compared with initializing weights randomly, the weights of pre-trained model 
are relatively great, so we use a small learning rate at first to avoid modifying the weights in a great extent. We use a ten 
times smaller learning rate than the training from scratch learning rate. There are not many similarities between fuzzy 
logic data and multiple dimensional images. Freezing the parameters in the initial feature extraction layers and retrain 
the rest layers. It is of great important to retrain the last high layers according to the fuzzy input data.  

 

  
Figure 3. Model Freezing example 

 
By freezing the multiple convolutional and MaxPool2d layers, we can add linear layer to match the input size of our 

twenty-three column fuzz logic data. By setting the probability of dropout layer as 0.4 after the ReLU activation layer, 
we avoid being overfitting on the training set and have higher average accuracy on the testing set. 

3 Results and Discussion 

After training and testing on the fine-tuning model, the overall performance is good, and have a great generalization 
ability on the independent testing set. In this part, we will analyze the results and show the feasibility of the model. 

 
3.1      Effects of fine-tuning 

Because we have mutually independent training and testing set, we have encountered an overfitting problem. The 
training accuracy is high (99% in average), but the performance on the testing set is bad (25.84% in average). Considering 
the task is a classification task on four labels, the 25% percent of accuracy is no better than a wild guess.  

We can see from the confusion matrix, each case is distributed in a balanced way, which represent a bad generalization 
ability. 
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Figure 4. The overfitting confusion matrix  

To solve this problem, I try to add a single dropout layer after the non-linearity ReLU layer, training and testing the 
model again. The training accuracy is decrease slightly (97% in average), but the performance on the testing set is increase 
noticeably (95.22%). This method can reduce the effect of overfitting in a great extent.  

The confusion matrix shows the results, the dark blue color region is exactly on the diagonal of the matrix, with a few 
wrong predicted cases. The comparison of two confusion matrix shows the considerable effects of fine-tuning in adding 
layers to the pre-trained model. 

 
 

 
Figure 5. The Confusion matrix after adding layer 

 
 
 

3.2      Performance of the model 
The loss decreases continuously with the number of epochs increase, as the figure 5 depicts. The speed of loss 

convergence is slow at first and then grow faster in the latter epochs.  I make multiple repetition training and each of the 
training have 550 epochs. It should be pointed out that, the losses are not same in each repetition and sometimes it reaches 
a value that is higher than other cases. It indicates that the convergence degree of loss is different, and it will affect the 
stability of the model. 
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Figure 6. The loss decreases as the epochs increase 
 

The accuracy increases significantly after 100 epochs and reach a stable peak after 300 epochs. It is potentially to 
modify the number of epochs to improve the training efficiency, because of the change of accuracy is nearly a straight 
line after 300 epochs. 

 

 
Figure 7. The accuracy increases as the epochs increase 

 
The average testing accuracy is used to evaluate this fine-tuning CNN model. Running for 20 times and record the 

testing accuracy of each run, and sum them up to get the average testing accuracy. The average testing accuracy after 20 
times is 95.22%, which is good in doing a four labels classification task. 

 
3.3      Discussion 
   Since our target is finishing a classification task, we focus on the classifier part on the pre-trained model AlexNet, and 
there are different approaches can be followed to build a classifier. Comparing the performance of different classifiers 
on top of deep convolutional neural networks still requires further investigation and thus makes for an interesting 
research direction [16].  
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4 Limitations 

   There some limitations on the connection between pre-trained model and the fuzzy logic data. Pre-trained models are 
popular in applying on large scale datasets, but we have a relatively small dataset, and need to freeze lots of parameters 
to make the model fit for small dataset. The other problem is the principle of applying feature extraction operation on the 
fuzzy logic data is unknown, so it is difficult to decide which layer to freeze or retrain in the feature extraction part of 
AlexNet.  

5 Conclusion and Future Work 

In this paper, we applied a pre-trained model (based on AlexNet) on doing one-dimensional classification, and test on 
independent dataset. The method of applying CNN models on small dataset problem is feasible, it includes pre-trained 
model selection, freeze the redundant parameters on the convolutional layers, and add more layers such as dropout layer 
to fit the small dataset. We have 97% average training accuracy and 95.22% average testing accuracy which represent the 
generalization ability of model. We make a preliminary attempt in using pre-trained CNN models to do classification task 
in the SARS-CoV-1 dataset, and get some not bad results. There will be more accurate classification method on processing 
the fuzzy medical data in helping diagnose the disease. It also has great potential application in resisting the pandemic of 
COVID-19, which is the heartfelt wishes of people around the world. 
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