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Abstract. In this article I use the Static Facial Expression in the Wild(SFEW) dataset to classify different emotions 

based on different facial expressions. The first part of the article introduces the pre-processing method to deal with the 

dataset and build a multilayer neural network. The second part introduces a magnitude measures and find one method 

to determine which inputs are unique and significant. The third part of this article introduces the Evolutionary 

Algorithms to find the best combination of significant attributes. The results illustrate that the magnitude measures 

in weight can figure out which is the most significant attribute, though the robust perform weakly. Though the 

Evolutionary Algorithm can tell the best combination of significant attitude, it is hard to know the most significant 

one or the least significant one. 
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1   Introduction 

Facial expression is wildly used in emotion recognition. In our daily life, emotions can be predicted by the facial 

expression and it is common for us to change our behavior based on other’s feeling [1]. Sometimes, the computers could 

catch more information from the facial expression than humans. Therefore, more details which are not easy for human to 

pay attention can be caught by computers[2]. The facial expression are wildly used in criminal investigation, medical 

research, sociology and so on. Thus, in this article, I will use the Static Facial Expression in the Wild(SFEW) dataset [3] 

to do the emotion recognition. 

Static Facial Expression in the Wild(SFEW) dataset is a emotion recognition dataset [3]. It is a sub-dataset extracted from 

Acted Facial Expression in the Wild(AFEW) dataset which contains 987 video clips [4]. The SFEW dataset contains 700 

images and seven labels of the emotions, which are angry, sad, happy, disgust, the neural, supervising, and fear. The 

dataset extracts 10 principal components. Five of them are Local Phase Quantization (LPQ) features and Five of others 

are Pyramid of Histogram of Gradients (PHOG) features. Meanwhile, the LPQ features are calculated by: 

𝑑 = ∑ 2𝑖−1𝐼(𝑃, 𝑁𝑖)
𝑘

𝑖=1
      (1.1) 

Where 𝐼(𝑝, 𝑁𝑖) =   {
1        𝑖𝑓 𝑐 <  𝑁𝑖

0      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

Moreover, the accuracy of the LPQ is 43.71% as well as the PHOG is 46.28% [3]. 

In this article, I will use two different methods, Weight Magnitude and Evolutionary Algorithms, to recognize the unique 

and significant input of this dataset and discuss the different between these two methods. 

2   Methodology 

2.1   Data Pre-processing  

The data was stored in csv file and I picked the first line and the first column of the dataset to be the header of the table. 

Then transfer the first line of the labels from 1 to 10 to represent the principle component of LPQ and PHOG. I transferred 

second column of the dataset from 0 to 6, which represents different emotion label angry, sad, happy, disgust, the neural, 

supervising, and fear to fit the 7 output neurons.  
𝑥−𝑥̅

𝜎
     (2.1) 

In order to avoid gradient vanishing and gradient explosion, the formular in 2.1 are used to normalize the dataset between 

one and minus one. 
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2.2   Model Building  

In this article, we use 2 different methods, Weight Magnitude and Evolutionary Algorithms, to find the significant input. 

The first method needs to use weight of the neural network and the second method needs to use neural network to find 

the best chromosome. Thus, the first thing in this article is to build a neural network model. Here we use multilayer neural 

network, which contains 10 inputs, 30 hidden neurons, and 7 output neurons. I used 10 inputs to correspond the 10 features 

and use 7 outputs to represent 7 different emotions, angry, sad, happy, disgust, the neural, supervising, and fear. The 

learning rate of the model is 0.01 and to decrease the epoch of the model, I used the minibatch method to decrease the 

epoch from 10000 to 500. In the forward pass, SoftMax activation function is used to estimate the non-linear model after 

the hidden layers. 

2.2   Magnitude Measures 

In order to identify the significance of the input, I use the weight magnitude measures, which mentions by Gedeon[6]. In 

this paper, the author calculate the contribution of the input and hidden layer and also calculate the contribution of the 

hidden neuron and output neuron. The calculation of the input neuron and the hidden neuron is  

𝑃𝑖𝑟 =
|𝑤𝑖𝑟|

Σ𝑝=1
𝑛𝑖 |𝑤𝑝𝑟|

    (2.1) 

Meanwhile, the calculation of the output neuron and the hidden neuron is 

𝑃𝑟𝑘 =
|𝑤𝑟𝑘|

Σ𝑝=1
𝑛ℎ |𝑤𝑝𝑘|

    (2.2) 

Therefore, we combine this together and we can get the contribution of input neuron and the output neuron is 

𝑄𝑖𝑘 = Σ𝑟=1
𝑛ℎ (𝑃𝑖𝑟 × 𝑃𝑟𝑘)   (2.3) 

In this first formula, Wij represents the weight between i the input and j hidden, the sum of Wpr is the sum of all weight 

between input neuron and the hidden neuron. Meanwhile, Wrk represents the weight between r hidden and k output neuron, 

the sum of Wrk is the sum of all weight between the hidden neuron and the output neuron. Therefore, in this method, we 

don’t need to consider the sign of the contribution, which means the weight of Q is related to the magnitude of the 

contribution. And we can use such a method to identify the importance of the input. 

2.3   Evolutionary Algorithms 

Boubenna and Lee mention that Evolutionary Algorithms as a bionic algorithm, is a simulation of changing chromosomes 

during evaluation[7]. It contains select, crossover, and mutate during the evaluation. In the Evolutionary Algorithms, first 

we select each part of the chromosomes from parents 

 

Fig. 1. The process of Evolutionary Algorithm. The top of the chromosome and the bottom of the chromosome are the parents’ 

chromosomes and the middle one is child chromosome.  

 

The fig 1 illustrates the processes of the Evolutionary Algorithm. Firstly we pick two chromosomes from our parents. 

Then we select each part of the chromosome and combine them together, which is called crossover. Meanwhile, the 

chromosome may have mutation during the crossover. Finally we get a new chromosome, which belongs to our child. 
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3  Results 

3.1   Training Accuracy and Test Accuracy 

In the 2 layer neural network layer, the training accuracy after 500 epochs is  

Times 1 2 3 4 5 

Training 

accuracy 

90.79 % 92.08 % 96.27 % 94.12 % 94.43 % 

table. 1. The training accuracy after 500 epochs, data randomly choose for 5 times 

Meanwhile, the testing accuracy after 500 epochs 

Times 1 2 3 4 5 

Test 

accuracy 

19.85 % 22.22 % 20.29 % 20.00 % 22.73 % 

table. 2. The test accuracy after 500 epochs, data randomly choose for 5 times 

Table 1 and table 2 illustrate the training accuracy and testing accuracy after training 500 epochs on multilayer neural 

network. The average of the training accuracy is 93.54%, and the average test accuracy is 21.02%. 

Without the pre-processing, the training accuracy after 500 epochs is  

Times 1 2 3 4 5 

Training 

accuracy 

93.88 % 94.62 % 92.92 % 91.62 % 88.09 % 

table. 3. The training accuracy after 500 epochs, data without pre-processing randomly choose for 5 times 

Meanwhile, the testing accuracy after 500 epochs 

Times 1 2 3 4 5 

Test 

accuracy 

19.21 % 22.96 % 13.82 % 27.01 % 23.33 % 

table. 4. The test accuracy after 500 epochs, data without pre-processing randomly choose for 5 times 

Table 3 and table 4 illustrate the training accuracy and testing accuracy after training 500 epochs on multilayer neural 

network without pre-processing. the average of the training accuracy is 92.23%, and the average test accuracy is 21.27%. 

The accuracy illustrates stability under pre-processing. 

3.2   Contribution of Inputs 

After doing the weight magnitude measures, the contribution of 10 inputs are demonstrated as table3. 

  top1 top2 top3 top4 top5 top6 top7 top8 top9 top10 

1 6 7 5 8 0 4 9 2 3 1 

2 9 8 0 6 7 4 3 2 5 1 

3 9 5 7 6 8 3 4 0 2 1 

4 7 6 8 9 0 4 2 3 5 1 

5 9 7 8 6 4 3 2 0 5 1 

6 9 8 5 6 7 0 2 4 3 1 

7 7 8 9 6 5 4 0 2 3 1 

8 9 7 8 3 5 4 2 6 0 1 

9 9 5 7 8 6 3 0 4 2 1 



4 

10 9 0 4 3 6 8 7 5 1 2 

table. 4. the contribution of 10 inputs in 10 times, top1 means the most significant and the top10 means the least significant. 

Table 4 shows the contribution of 10 inputs in 10 epochs, top1 means the most significant and the top10 means the least 

significant. From the above table, the 5 most significant inputs and the 5 least significant inputs shows like below 

  

chart. 1. the contribution of 10 inputs in 10 times, top1 means the most significant and the top10 means the least significant. 

According to the chart, we can see though the model is not robust, the top1 and the top10 significant input is clear. 

3.3   Best pop accuracy 

Times 1 2 3 4 5 

Test accuracy 20.53 % 20.00 % 20.29 % 23.21 % 21.29 % 

Best pop accuracy 25.16 % 25.83 % 28.26 % 27.38 % 28.38 % 

Best pop [0 0 0 1 0  

1 1 1 1 1] 

[0 0 0 0 0  

0 0 1 1 1] 

[0 1 1 0 1  

1 1 1 1 0] 

[0 1 0 1 1 

 0 0 1 1 0] 

[1 1 0 1 1  

1 1 1 0 1] 

table. 5. the accuracy after pick several significant attributes. 

Table 5 demonstrate the accuracy after the Evolutionary Algorithm. We can get the best combination of the attributions 

after the evolution. Then we choose these attributions to train the neural network model and get the test accuracy. The 

average test accuracy after the evolution is 27.00%, which has a little bit increase comparing with using all dataset. 

4  Discussion  

According to the results, magnitude measures can measure which attribute has the most contribution in the picture. 

Though the model has weak robust, the result still tells that the contribution of attribute 6 to 10 is larger than the 

contribution of attribute 1 to 5. The result also tells that the 10th attribute is a significant attribute because if we focus on 

the second attribute, we can see that it occupies most of the time in the top one contribution. This also illustrates in the 

Evolutionary Algorithm, when we see the best combination of the attributes, it always contains the 10th attribute. That 

means the magnitude measure method works in this situation, though the robust perform weakly. 

For Evolutionary Algorithm, we can see the best combination of the attribute. The advantage of the Evolutionary 

Algorithm is that we can tell the significant combination of attributes and we can see that the accuracy is increasing 

comparing with using all data. However, we can not tell the most significant attribute or the least significant attribute in 

these 10 attributes.  

4  Conclusion and Future Work  

In this paper, to compare with which method is better on input recognition, we use magnitude measures on weight method 

and Evolutionary Algorithm. I used pre-processing to deal with the data and use multilayer neural network to train the 

model getting the weight between inputs and hidden neurons, and hidden neurons and outputs.  
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The results illustrate that the magnitude measures in weight can figure out which is the most significant attribute, though 

the robust perform weakly. Though the Evolutionary Algorithm can tell the best combination of significant attitude, it is 

hard to know the most significant one or the least significant one. Therefore, in the future more methodology should be 

tried such as functional measures or sensitivity analysis to figure out how to find the unique and significant attribute. 
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