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Abstract. With the development of AI, it is easy to identify an individual when there exist many related photographs; 
however, it will become difficult when there are only sparse photographs (2-3) of an individual[1]. This report aims 
to find a method to classify whether the individuals in different photographs are the same individual. The original 
data is the coordinates of Facial Feature Makers(FFMs) and the lengths of FFM distances. The data was preprocessed 
by min-max normalization. A simple neural network was implemented as the baseline, the accurcy is 60%. A 
technique using threshold[3] was implemented to improve the network, the best accurcy is 71%. A genetic algorithm 
was immplemented to optimize the parameters of the neural network and threshold, the final accurcy is 86%. The 
future work would focus on implementing more techniques to improve the network. 
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1   Introduction 

Photographs are a good tool to record life and history. Thanks to the development of digital image sensors, nowadays 
people can easily take photos using mobile phones and cameras; However, decades ago, it was not convenient for 
people to take photos. As time flies, historic photographs are becoming more and more rare and precious. Therefore, 
identifying individuals from a limited quantity of photos is very meaningful as it can save people’s memory. 

 
Related works in face recognition usually use complex and powerful neural networks. For example, Lu, P. et. al.[4] use 
convolutional neural networks and augmented dataset to deal with this problem; Zhang, J. et. al.[5] also use 
convolutional neural networks and they implemented a feature fusion method to get better face feature information. 
 
The original data of this report is the coordinates of Facial Feature Makers(FFMs) and the lengths of FFM distances. 
The aim is to use neural networks, genetic algorithm and technique introduced in the paper written by Milne, L.K. et. 
al.[3] to process these data in order to classify the individuals in different photographs are the same individual.  

2   Method 

2.1   Data  

The data set for this report are FFMs provided as x,y coordinates and FFM distances provided as lengths. The 
coordinates shown in figure 1 are mainly used in this report. There are 36 rows and 57 colums in this data. For each 
row, the colum 1 to colum 28 represent the 14 point coordinates of the marks of a photo, the colum 29 to colum 56 
represent the 14 point coordinates of the marks of another photo, and colum 57 represents the comparation outcome. 

Figure 1.  Facial Feature Makers 



 
 
The data is normalized to between 0 and 1 using min-max normalization: 

                                                                            (1) 

The data will randomly split approximate 80% into the training set and approximate 20% into the testing set. This was 
confirmed by cross validation. 
 

2.2   Neural Network  

This report implements two simple binary classification networks.  
 
The first one is a simple neural network with two output neurons, it contains one input layer, one hidden layer and one 
output layer. For FFMs, the number of input neurons is equal to the number of inputs. The number of neurons in the 
hidden layer is close to two-thirds of the number of input neurons in this case it is 40. The output layer contains two 
output neurons. The hidden layer uses a sigmoid activation function. The loss function is Cross-Entropy Loss and the 
optimiser is Adam. The maximum output of the two output neurons is the final output. 
 
The second one is similar to the first one but it has only one output neuron. For FFMs, the number of input neurons is 
equal to the number of inputs. The number of neurons in the hidden layer is close to two-thirds of the number of input 
neurons in this case it is 40. The hidden layer uses a sigmoid activation function. The network also uses sigmoid to 
make sure the output is between 0 and 1. The loss function is Binary Cross-Entropy Loss and the optimiser is Adam. As 
the output is between 0 and 1, based on the paper of Milne, L.K. et. al.[3], a pre-defined threshold is applied to do the 
classification, which means the samples in output that large than the threshold equal to 1, other samples equal to 0. 
 

2.3   Genetic Algorithm  

In neural net work, the number of hidden neurons, the learning rate and the threshold was selected by experience, in 
order to find the most suitable parameters, genetic algrathim was implemented. 
 
Genetic algorithm is a common type of evolutionary algorithm, it is usually used in optimize problems. In this paper, 
the learning rate, the number of hidden neurons and the threshold build the populations. The learning rate is randomly 
selected from 0.001 and 0.0001, the number of hidden neurons is selected between 10 and 80, the threshold is selected 
between 0.20 to 0.80. For the fitness function, the threshold neural network is implemented and the loss of its output is 
used to evaluate the fitness. The population is sorted by the fitness from the lowest loss to the highest loss and the top 
20% called parents will be used in next generation. The elements of new population is build with parents, children 
generate by crossover 2 parents with cross rate 0.8, children after mutating with mutate rate 0.001. The first element of 
the final output is the best result. 
 

2.4   Evaluation  

To evaluate how well the network performs, the loss of the network, the accuracy of the network and the confusion 
should be considered. The standard confusion matrix is shown in Table 1[2].  

Table 1.  The standard confusion matrix  

 Predicted Positive Predicted Negative 
Actual Positive True Positives (TP) False Negatives (FN) 
Actual Negative False Positives (FP) True Negatives (TN) 

 
True Positives and True Negatives are the correct predictions; False Negatives and False Positives are the incorrect 
predictions[2]. Based on the confusion matrix, the recall scores, precision scores and accuracy could be calculated. 
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3   Results and Discussion  

3.1   Testing  

The data will randomly split approximate 80% into the training set and approximate 20% into the testing set, which is 
confirmed by cross-validation. For the neural network with two output neurons, it can simply output its results. For the 
neural network with one output neurons with a threshold, the threshold will be tested from 0.3 to 0.8 to find the best 
threshold. 

3.2   Results 

Results of the neural network with two output neurons: 
Loss: 

 

Figure 2.  Loss when training; x label: number of the epoch; y label: loss 

Table 2.  Results of the neural network with two output neurons 

Train 
Recall Precision Accuracy 
0.76 0.95 96% 

Testing 
0.67 0.57 60% 

 
Results of the neural network with one output neurons using threshold technique: 

Table 2.  Results of the neural network with one output neurons using threshold technique: 

Threshold Recall Precision Accuracy Last loss 
Training Testing Training testing training testing 

0.2 0.59 0.67 0.93 0.67 76% 43% 0.2576 
0.3 0.70 0.67 0.90 0.67 93% 43% 0.2443 
0.4 0.70 0.67 0.90 0.67 93% 43% 0.2613 
0.5 0.70 0.75 0.90 0.75 93% 57% 0.2437 
0.6 0.70 0.75 0.90 0.75 93% 57% 0.2328 
0.7 0.70 0.75 0.90 0.75 93% 57% 0.2328 
0.8 0.70 0.80 0.90 0.80 93% 71% 0.2547 



 
The result of the genetic algorithm is: 
Learning rate: 0.001 
Number of hidden neurons: 75 
Threshold: 0.79 
 
Using these parameters in the threshold method neural network, the results are: 

Table 2.  Results of the threshold method neural network optimized by genetic algorithm: 

Train 
Recall Precision Accuracy 
0.70 0.90 93% 

Testing 
0.83 0.83 86% 

 
 

3.2   Disscussion 

For the neural network with one out put neurons using threshold technique, when threshold = 0.8, we get the best result, 
the testing accuracy is 71%. Comparing with the basic neural network with two output neurons, similar as the paper of 
Milne, L.K. et. al.[3], the threshold technique can improve the neural network. This technique increases the accuracy by 
11%.  
 
For the network optimized by genetic algorithm, the result is much better, it increases the accuracy from 71% to 86%, 
which shows that the genetic algorithm is useful on optimizing the parameters of the network. 

4   Conclusion and future work 

This project is using neural networks, genetic algorithm and threshold technique introduced in the paper written by 
Milne, L.K. et. al.[3] to process FFM data in order to classify the individuals in different photographs are the same 
individual. The results is quite good, the accuary increased 11% when using threshold technique and 26% when 
optimize by genetic algorithm. During experiment, we found that the result is not very stable. Different split data may 
lead to different result. That is because the training data and the testing data are both too less. But on the whole, the 
threshold technique bring better results than the basic neural network, and the genetic algorithm opitmizes the threshold 
network better. The future work will focus on implementing more techniques to improve the network. Expanding the dataset is 
important, and we can also add more FFMs. Improving the genetic algorithm is another possible way to get a better result. 
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