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Abstract. Facial emotion classification has always been a popular topic
and have been put into practice using lots of methods. Here I use con-
volution neuron network to classify the static facial images based on the
dataset face-emotion (The static database has been extracted from the
temporal dataset Acted Facial Expressions in the Wild (AFEW))[1]. I
did the classification using the images in the dataset. I used a 5-layer
convolution neural network to do the job. I trained the network with
training set and evaluated the result using accuracy(the probability that
the prediction is correct).
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1 Introduction

1.1

Image classification has always been an important problem in machine learning.
Convolution neural network (CNN) can simulate the establishment of biological
visual perception mechanism, and it can carry out supervised learning and unsu-
pervised learning. The convolution kernel parameters shared by the underlying
layer and the sparse characteristics of inter layer connections make the convolu-
tion neural network have less computation. I used very simple and basic CNN
to implement our classification task in order to test the latter technique. It is a
feed-forward network with five layers (Figure 1).

Fig. 1.

? Supported by organization x.



2 F. Author et al.

1.2

The first and third layers are convolution layer, the second and fourth layers are
pooling layers, and the last layer is output layer. Each layer contains parameters
that can be trained, and each layer has some feature maps. An input feature
is extracted in each layer using a convolution filter, and each feature map has
neurons. Although the eventual result is not satisfying, my results are still better
than my previous report. The number of hidden neurons is also hard for me to
determine and requires further study.

2 Method

Fig. 2.

2.1 Pre-process

First I transform the RGB images to grey-scale images because grey-scale images
only have one channel and is easier to handle. Then I reshape the images to be
90*72 which is originally 720*576 and is too big. And gaussian filter is applied to
reduce the noise thus keep the network from the its influence but the performance
is influenced so I gave up the filter. Than the data is shuffled and split into
training data and testing data with proportion 8:2.

2.2 Network

Then I built the network with similar structure of LeNet5[2], and the structure
is shown in Fig.1 above. It’s a feed-forward network containing 5 layers: conv1,
pool1, conv2, pool2, out. The first and third is convolution layers and the sec-
ond and fourth is pooling layers and each layer have some feature maps and
parameters to be trained. And then I chose the hyper parameters by testing the
combinations below.
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Table 1. Combinations

Output channel Conv1 Conv2

1 16 output channel 32 output channel
2 12 output channel 24 output channel
3 20 output channel 40 output channel
4 6 output channel 12 output channel

Table 2. Results

data 1 2 3 4

train loss 0.1154 0.2693 0,1263 0.7089
train accuracy 99.23 97.21 98.17 85.66
test loss 0.1154 0.2693 0,1263 0.7089
test accuracy 36.32 32.89 n 31.13 25.24

2.3

So the first combination performs the best on training and testing set. But due
to the time that training takes is too long so i just tested each combination once
and the result may be slightly different if it’s carried multiple times.

3 Result

3.1 Training Accuracy and Loss

The training accuracy surges at the beginning and converges after 600 epochs,
and loss keeps decreasing. Fig.3 and Fig.4

3.2 Testing Accuracy and Loss

The testing accuracy surges at the beginning and fluctuate after 800 epochs, and
loss keeps decreasing. Fig.5 and Fig.6

3.3 Overall

The result is quite compared with my last report and I think the limit maybe
come from the data set that the face is not edxtracted perfectly.

4 Conclusion

4.1

I built a convolution neural network by imitating the lenet5 structure[2] based
oi sfew database, and the effect and accuracy of the convolution neural network
for facial expression are tested. And the result is quite satisfactory compared
to my previous report using simple 3-layer neuron network. And I think later I
should use some other techniques like pruning and input encoding to improve
the result.
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Fig. 3.

Fig. 4.
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Fig. 5.

Fig. 6.
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