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Abstract. EEG is closely related to the state of human mind. About the former experiment[1], we have know
that which parameters in the data have bigger effect on humans mind. However, the whole neural network
output is not always relatively high when executing. One of the main reason is that the original parameter is
not very well at the first time. It may cause the whole neural network into a situation where gradient disappear
or gradient boom happens.
This paper uses genetic algorithm in order to find the most suitable parameters for neural network training.
It also want to know whether this method can improve this network.
The experiment shows that genetic algorithm can not improve this neural network very well. After analysis,
maybe the GA running time is too few for improving the result or the dataset is too simple for this question.
The results of this study can improve the efficiency of the related equipment which analysis people’s psycho-
logical status. The result also can help to take the most reasonable solution to the symptoms.
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1 Introduction

Emotions can often affect a person’s behavior and mental state. Having a good mood can make people solve the
problems around them better. Some studies have found that brain waves have an inseparable relationships with
people’s mental state[2], but it is not possible to accurately find out which aspect of EEG affects people’s mental
state. After the former research[1], we have found that which side can make a people more possible to produce the
calm or stressful mood. But the result of neural network is not stable. We want to try genetic algorithm as the
improvement to modify the original parameters to check whether the whole network can get a stable answers when
running the code. We want to analysis the result of with and without GA. This study improves the efficiency of
emotion recognition, and gives a common method of improving neural network.

2 The Data preparation and feature engineering

We randomly took EEG data from 24 participants. The data covered 15 channels of EEG of 24 participants. Each
channels came from different locations in the brain and was named AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8,
FC6, F4, F8

We get 15 different dimensions of data, including basic information and special information.
1. Basic information: average value (mean), maximum value (max), minimum value (min), standard deviation

(std), variance (var), the difference between the third quartile and the first quartile (iqr), skewness (skw)
2. Other special information can be seen in paper [2]

3 The Method

3.1 Neural Network

The neural network we use is full connected layer.

Experiment
The optimizer function is fixed on Adam. About activation function, we will use relu function in our paper, their
formula are defined below:

relu : f(z) = max(0, x) (1)
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3.2 Genetic Algorithm

The genetic algorithm always used to find the maximum or minimum value of the nonlinear multivariate equations,
we can see the parameters in the function is solution, the input dataset is the coefficient of this function. So the
target is that we need find a parameters, so that the training loss is the minimum.

Definition
The genetic algorithm imitate the natural selection and biological evolution on the dataset to find the most suitable
solution. The whole algorithm can be divided into five part:

1) Initialization: Assign Random values for the function as the original population.

2) Evaluate: Calculate the output of the function as this population performance which called fitness value.
(fitness func function in the code)

3) Selection: Choose some population in all possible solutions based on fitness value as the next generations.
(select function in the code)

4) Crossover: Swap or combine some values of solutions between some generations to create new solutions. (cross
function in the code)

5) Mutation: Change some values of solutions to create new solutions. (mutate function in the code)
After too many generations, we can get the closet solution of the answers.

Experiment
In order to finish the whole code, the code idea comes from the github[3]. Next is the detail of the idea in the code:

1) Initialization:

Using deep copy to get the unchanged structure record of the neural network
The Create Bound function can get the range of every parameters, the idea comes from initialization of normal

distribution of parameters with normal strategy. The parameters function range (U,−U) is shown below:

U = gain×
√

2

fanin + fanout
(2)

Gain is the activation function gain. It is decided for the function itself. For Relu function, the gain is
√

2
fanin and fanout is the structure for every layer input node and output node.
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2) Evaluate:

Because we want to find the minimum value of loss. So we let 1
loss as the fitness value, when loss value is bigger,

the fitness value is smaller. It is means that this have worse performance.

3) Selection:

We use roulette wheel selection as our selection method. When the performance for one solution is better, it is
more likely to be choose as the next generation.

Function np.random.choice can have repeat value in the sequence, so the value which is not exist in the sequence
means they are dropped for the next generation.

4) Crossover:

The crossover idea is multiple cross over idea, we choose a lot points as the crossover point and use the method
below to generate the new solution:

akj = akj × (1− b) + alj × b

alj = alj × (1− b) + akj × b
(3)

The function above means crossover gene k and gene l at j position, b is the random value in [0, 1]

5) Mutation:
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The mutation idea is shown below:

akj =

{
akj − f(g) ∗ akj 0 ≤ r < 0.5

akj + f(g) ∗ akj 0.5 ≤ r ≤ 1

f(g) = (1− e

epochs
)2

(4)

e is the time of the genetic algorithm, epochs is the whole times of the genetic algorithm, r is the random value
in [0, 1]

4 Result & Discussion

In this paper, we try many times about running the code with and without GA. The training loss and accuracy are
shown in image below:

We can find that they both have very high value in accuracy. The minimum accuracy without GA is less than
that is with GA. The beginning training loss with GA is lower than that is without GA.

After genetic algorithm, the neural network is faster close to the final value of training, but GA consume a huge
mount of time about find the best parameter.

Because the whole data are only 144 ∗ 15, which is very small for training, maybe it is the one reason why they
both have high accuracy.

The other reason may be the limit of the computer, so that the whole code only have 50 population and 15
generations in my code. Maybe more generations can have better result.

5 Conclusion

In this paper, we propose a neural network training model with and without genetic algorithm based on the difference
of EEG information between calm and nervous state. We find that the performance of two algorithm have no clear
difference. The problem maybe caused by dataset or computation limit.
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6 Future Work

However, there is still a lot of work to be improved further. We can analysis more complex dataset to find whether
the result of algorithm with GA is better. Such as thermal-eeg v2 dataset. We can also use fuzzy logic to create a
fuzzy neural network, compare the performance with other algorithm.

When these aspects can have deeper research, it is very likely to find a one-to-one relationship between the
human brain and emotion. We can also have a deeper understanding of people’s health, which may lead to more
abundant solutions to people’s psychological problems.
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