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Abstract. Vehicle re-identification is a controllable and lightweight application problem of studying the ap-
pearance hierarchy between synthetic data and real data. Due to the uncertainty of lighting, shooting distance
and angle, achieving accurate vehicle recognition in reality is still a challenge. This article uses ResNet-based
convolutional neural networks to solve the classification problem of vehicle types. It is expected that a deep
learning model that can distinguish 1362 vehicle types can be trained by using a data set containing more
than 70,000 vehicle pictures. In addition, We explore the advantages of deep learning models over traditional
classification methods. The test accuracy of the deep learning framework reached 79.88%, the test accuracy of
the decision tree reached 0.44%, and the test accuracy of the maximum likelihood classification reached 5.81%.
The results show that the deep learning framework has great potential and far exceeds the traditional model.
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1 Introduction

The research of computer vision has always been a very hot topic in machine learning. In the data set processing
of computer vision, the use of synthetic data provides convenience for problem research. However, there are many
domain differences between synthetic data and real data. This difference is divided into two parts, namely the
content level and the appearance level. In subsequent research, in order to focus on the research of appearance
level attributes such as lighting and viewpoint, the synthetic vehicle images generated by VehicleX were used for
analysis. As using synthetic pictures and real-world pictures can bring the same effect [2], researchers can use the
former to reduce research costs.

In order to analyze these synthetic pictures and meet the Re-idefication requirements, I used these pictures to
train a deep learning neural network. After preprocessing that satisfies the input conditions, I used the ResNet18
convolutional neural network to process the pixel information of the picture to achieve the classification effect. The
data volume of training set, validation set and test set are 45437, 15141 and 14935 respectively. Each data item is
a 256x256 color picture with a label range of 0 to 1361, representing different types of vehicles.

On the basis of using CNN, some optimization methods were discussed and applied to neural networks to observe
their effects. At the same time, the feature value set obtained from the image set is used to train traditional models,
such as decision trees and maximum likelihood classification. Compare the deep learing method with traditional
classification methods and discuss the advantages and disadvantages of neural network methods.

2 Method

2.1 Database

The main data set used in this paper is an image data set, which is generated by a large-scale synthetic data set
generator named VehicleX. VehicleX has a variety of different realistic backbone models and textures, allowing it
to adapt to differences in real data sets. It has 272 backbone bones made with Unity3D. The backbone includes
cars, SUVs, trucks, hatchbacks, and so on. Each backbone network represents a vehicle model of the real world.
From these backbones, we obtained 1362 variances (identity) by adding textures or attachments of various colors.
Research has shown that the use of these composite pictures is no different from the use of pictures collected from
the real world. This dataset will be used in the neural network.
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Fig. 1. Sample of the VehicleX dataset

After purining the image data set with ResNet and preprocessing with ImageNet, I got a digital feature value
set. The dimensionality of these data has been reduced and purified, and can be used as features in classification
tasks. The data volume of training set, validation set and test set are also 45437, 15141 and 14935 respectively.
Each item of data has 2048 dimensions, and the label range is 0 to 1361, representing different types of vehicles. I
will use this data set in my research on decision trees and maximum likelihood classification.

Fig. 2. Sample of the feature value data set.

2.2 Framework

In order to use deep learning methods to classify and analyze image data sets, I built a convolutional neural network
and used ResNet18 as the network architecture. And other components were discussed to achieve the best simulation
results.

ResNet18 In our overall impression, the deeper the deep learning (complex, more parameters), the stronger the
expression ability. Relying on this basic standard, the number of layers of the CNN classification network continues
to increase, but later it was discovered that the deep CNN network reached a certain depth, and then blindly
increasing the number of layers did not bring further improvement in classification performance, but a degradation
problem.
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(a) Architecture diagram given in the ResNet paper (b) Basic-block used in
ResNet18.

Fig. 3. Authoritative illustration

The ResNet network [3] uses multiple parameterized layers to learn the residual representation between input
and output, instead of directly trying to learn the mapping between input and output. Experiments show that the
former has a faster convergence rate and can achieve higher classification accuracy by using more layers. At present,
ResNet has become the basic feature extraction network in general computer vision problems.

Fig. 4. ResNet18

The difference between ResNet networks is mainly due to the difference in the block parameters and number of
the intermediate convolution part, and ResNet18 is the smallest among them. The CNN would first downsample
the input a convolution layer and then a max pooling layer, whose output would then be sent into the ResBlocks.
We build thefour ResBlocks according to Fig. 3(b). At last, we adoptaverage pooling and then flatten the output to
a vector of length 512. The bidirectional layer would finally yield the prediction.After each convolution and before
activation, we adopt batch normalization (BN).

C4.5 Decision Tree In machine learning, a decision tree is a predictive model, which represents a mapping
relationship between object attributes and object values. C4.5 program [4] was used to derive a set of rules for
classifying the feature value, which is a program based on the ID3 algorithm for generating a knowledge base from
data set. It selects the splitting attribute through the information gain rate.

SplitInfoA(S) = −
m∑
j=1

|Sj |
|S|

log2
|Sj |
|S|

Among them, the training data set S is divided into m sub-data sets by the attribute value of the attribute A, |Sj |
represents the number of samples in the j-th sub-data set, and |S| represents the total number of samples in the
data set before the division. The information gain rate of the sample set after splitting by attribute A:

InfoGainRation(S,A) =
E(S)− EA(S)

SplitInfoA(S)

When the decision tree is constructed by the C4.5 algorithm, the attribute with the largest information gain rate
is the split attribute of the current node.
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Maximum likelihood classificatione Maximum likelihood classification is an image classification method, which
assumes that various distribution functions are normal distributions, and is used to calculate the attribution proba-
bility of each sample area to be classified, also known as Bayesian classification. According to the Bayesian formula:

P(Yi|X) =
P(X,Yi)

P(X)
=

P(X,Yi)PYi∑n
i P(X|Yi)PYi

Finally launched [5] the discriminant function gi(x)

gi(x) = −ln|
∑
i

| − (x−mi)
2
∑
i

where mi is mean of class i ,and
∑

i is covariance matrix for class i.

2.3 Optimization

It can be seen from the above data that there is overfitting in the training of the neural network. In response to
this shortcoming, I tried to use a variety of methods to optimize.

Preprocess I use Resnet18 implemented by pytorch [8]. Since training with 3 channels is very slow, I used
grayscale images for training. Due to the limitation of input requirements, the picture was converted from 256x256
to 224x224 format. For the pixel information of each picture for each picture, I used the histogram to equalize, and
then perform the normalization operation. It is hoped that such processing can reduce the difference caused by the
data size and make the model converge in a more accurate direction.

For feature value data set,I normalized the data and shuffled it to reduce the uneven weight caused by the
numerical value.

Optimizer setting The loss function of the neural network uses the cross-entropy cost function. When choosing
the optimization method, I compared the two main methods, SGD and Adam. After testing, I chose Adam as the
optimization method.

Optimizer Epoch Learning
Rate

Train Accuracy Val Accuracy

Adam 35 0.001 100.00% 78.24%
SGD 35 0.001 98.74% 67.38%

Table 1. Optimizer training

About the best choice There are many attributes that can be used to judge the training results, such as training
loss, training accuracy, and validation accuracy. It can be seen from the training accuracy rate and the validation
accuracy rate that the structure has obvious overfitting problems, so most judgments use the validation accuracy
rate as the criterion.

Explore the parameters required by the CNN optimizer, including learning rate, weight decay rate and corre-
sponding settings.

For the learning rate, I set a drop every 15 epochs, down to 50% of the original. I measured the choice of the
learning rate and weight decay rate, and the results are as follows
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Learning
rate

Epoch Weight de-
cay

Train Accuracy Val Accuracy

0.01 25 0 96.35% 57.85%
0.005 35 0 99.65% 65.05%
0.001 35 0 100.00% 79.14%
0.0005 35 0 100.00% 74.71%
0.0001 35 0 97.97% 57.77%
0.001 35 0.001 96.66% 56.98%
0.001 35 0.00001 100.00% 78.24%
0.001 35 0.0000001 100.00% 79.64%

Table 2. Learning rate and Weight decay training. As the number of learning rate drops, the accuracy of the validation set
increases. After 0.001, the accuracy of the validation set decreases for jumping into the local optimal solution. I choose 0.001
as learning rate and 0.0000001 as weight decay rate.

Batch size and training epoch Generally speaking, the larger the batch size of CNN training, the better. Due
to the limitation of GPU memory, I set it to 512. In order to balance over-fitting and under-fitting, the training
period of model training was adjusted and the loss was recorded.

Epoch Learning rate Val Loss Train Accu-
racy

Val Accuracy

10 0.001 82.5961 91.9671% 39.4282%
15 0.001 32.0422 99.9098% 71.6993%
20 0.001 24.0060 100.0000% 78.9100%
25 0.001 24.0609 100.0000% 79.1979%
30 0.001 24.1029 100.0000% 79.2783%

Table 3. Epoch training. As the number of training increases, the accuracy of the validation set will also increase. After
20 iterations, the loss no longer decreases, and the accuracy of the verification set stabilizes. For stability, the most suitable
training epoch is selected as 25.

3 Results and Discussion

Since the threshold method cited in the paper [1] is only suitable for binary classification, not for this data set
and target, the other two tranditional prediction models mentioned by it are used. After many optimizations and
experiments, I have obtained relatively good neural network parameters. The parameters and test results in the
validation set and test set are shown below. I also use decision trees and maximum likelihood classification to
analyze the data set, and analyze the different effects of these two ”medieval” classification methods.

3.1 Final Result

TestLoss Train Accu-
racy

Val Accuracy Test Accuracy

0.6716 100.00% 79.58% 79.88%
Table 4. Final Result

3.2 Comparison with other traditional classification algorithms

I built decision tree [6] and Bayesian classification function [7] by calling the Sklearn package. The final accuracy
rate obtained using C4.5 is 0.44%, and the final accuracy rate obtained using maximum likelihood is 5.81%, which
is far lower than the 79.88% using neural network.

In fact, using decision trees for image analysis tasks is inherently impossible, as using feature values that contain
non-interpretable information to deal with the interrelationships between pixels extensively. At the same time, using
decision trees to explore such large data sets is relatively complex and time-consuming. The final training model
is also very large, and the depth and complexity of the decision tree is terrifying. But for the 1362 classification
target, an accuracy of 0.44% means that it at least made some effort.

Maximum likelihood also hard to be used for image recognition. And compared with decision trees, Bayesian
classification is much better in processing large data sets, and the processing speed is also very fast. The accuracy
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rate of 5.81% shows that it is more suitable for feature value data sets than decision tree. However, compared with
the neural network and decision tree, it cannot process the changed results based on the feature combination.

It can be said that due to the large-scale and content nature of the image data set, it is impossible for traditional
neural networks to complete this task. At the same time, the defects of neural networks are also obvious. The first is
the ”black box” nature. Decision trees can clearly express the classification process and principles, which is impossible
for neural networks. Moreover, neural networks are more computationally expensive than traditional algorithms,
and the amount of training calculations and training duration are much higher than traditional algorithms.The
scale of the database used in this study is fairly appropriate. If the amount of data is small, the neural network
may not be successfully constructed.

4 Conclusion and Future Work

4.1 Conclusion

In this article, I use deep learning and traditional models to re-identify 1362 individual vehicles. I built and opti-
mized the ResNet18 convolutional neural network and used it for data classification. The accuracy obtained on the
verification set is 79.58%, and the accuracy obtained on the test set is 79.88%. Using traditional models such as
decision trees and maximum likelihood classification, accuracy rates of 0.44% and 5.81% were obtained. The results
prove that the deep learning model has great potential and is far superior to traditional methods.

4.2 Future Work

The deep learning architecture still has room for optimization. Using deeper and more complex architectures may
be able to obtain higher training results, such as changing the input from grayscale images to multi-channel images,
using more advanced ResNet or other architectures.

After obtaining a judgment model that treats synthetic pictures and real-world pictures equally, we can apply
more synthetic pictures to vehicle re-recognition, and then to other target recognition tasks. This will greatly
accelerate the progress of computer vision in real-world applications.
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