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Abstract. As a feed-forward neural network, cascaded neural network has great advantages in face detection, mainly

from its fast learning speed and ability to determine the network depth by itself. This paper first implemented a

cascaded- correlation neural network based on the SFEW principal component data set, and the accuracy of TOP1

was 22%. Later, based on the shortcomings of the cascaded-correlation neural network, the network was improved

and a new algorithm was constructed with an accuracy of 24%. Finally, the improved network and convolutional

neural network are combined to train the original SFEW data set, and the accuracy rate is 29%. From the result point

of view, the new algorithm are better than the traditional methods, but there is still a gap compared with the accuracy

of SOTA in the same data set of 46.28%.
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1 Introduction

In the past time, due to the continuous progress of computer vision, face recognition technology has been widespread,
and in the present environment, facial emotion recognition plays a vital role in face recognition research. In order to
ensure the universality of the data set, the data set needs to have a large age span, different facial resolutions, and
different degrees of occlusion. Based on the above several elements, I choose the SFEW data set as the data basis of this
paper.

Compared with the general back-propagation neural network, the cascade-correlation neural network, as a
feed-forward neural network, can greatly reduce the complexity of the network, because it has the characteristic of
defining its own network depth, so it can better match the complexity of the problem to be solved. Therefore, it has
many advantages in the field of image recognition, which is also the reason why I choose to cascade-correlation neural
network as the basic algorithm in this paper.

However, the traditional cascade-correlation neural network still has many shortcomings, such as the need to train
neurons continuously, resulting in a longer training period, the initial network has insufficient interpretation of
non-linearity due to the small number of layers, etc. Therefore, the purpose of this paper is to improve the traditional
cascade-correlation neural network in order to eliminate the shortcomings, and combine the network and deep learning
to use the convolutional neural network to further improve the performance of facial expression classification.
From the results, based on the principal component SFEW data set, the improved cascade correlation network

proposed in this paper not only retains the good generalization properties of the construction cascade algorithm, but also
effectively solves various deficiencies in the cascade correlation network. Moreover, for the original SFEW data set, a
better recognition performance can be obtained through the combination with deep learning.

2 Method

2.1 Data Set

Principal component SFEW data set



Data set analysis. The data set used in this article is SFEW[1], which includes two parts: LPQ feature and PHOG feature.
PHOG feature was used for most of the time in this paper. In the original data set, there are a total of 675 pieces of data,
each of which contains the first 5 principal components of the corresponding picture,as the Fig. 1 shows. Among them,
there are 100 expressions of angry, Fear, Happy, Neutral, Sad and Surprise, and 75 expressions of Disgust.

Fig.1. Data in Principal component SFEW data set

Data pre-processing. First, traverse the data set to find whether there are errors or incomplete data,as the Fig. 2 shows,
and remove them from the data set. Because the existence of these data will cause errors in the loss during training,
which will lead to problems such as the model's failure to fit.

Fig.2. errors in data set

Then, each column of the data set is normalized to avoid many problems, such as the input data being too small or
too large, which causes the gradient to fail to drop, and the difficulty of model convergence.

Finally, the processed data is divided into training set and test set according to the ratio of 9:1.

Original SFEW data set

Data set analysis. The distribution of picture types in this data set is basically the same as that of the principal component
data set, but the data is a picture with a size of 720*576, as shown in the Fig. 3.

Fig.3. Image in Original SFEW data set

Data pre-processing. First, filter errors and incomplete data the same as the principal component data set. Then, after
traversing all the pictures in the data set, it is found that there are a large number of highly similar pictures in the data
set,as shown in the Fig. 4. If part of these data is added to the test set and the other part is added to the training set, it
will affect the evaluation of model performance. Therefore, the data set and the test set can no longer be divided
randomly and can only be filtered manually. Finally, 70 pictures that did not appear in the training set were selected as
the test set, 10 of which were in each expression category. The remaining 605 pictures are used as the training set.



Fig.4. Similar pictures in the data set

Then compress all pictures to a size of 224*224, and add a horizontal flip with a probability of 0.5 to the training
data for data augmentation. The purpose of data enhancement is to improve the generalization ability of the model.
Finally, the image data is standardized, and the pixel value is adjusted to (-1, 1).

2.2 Cascaded Correlation Neural Network

The traditional cascaded correlation neural network is shown in the Fig. 5.The initial network is a small model, its input
and output directly connected by the full connection layer.Then, the simple neural network is trained until the loss of the
network is no longer diminished.

Fig. 5. The structure of the Cascor network

The second step is to construct a candidate unit, as the middle and right diagrams in Fig. 5 shows, which includes all
the inputs and the existing hidden neurons.
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The third step is to build a neuronal training network and input all the data and labels of the current candidate
units.Here I replaced the original correlation with the covariance S of the residual of the candidate unit and the network
according to Fahlman’s method[3] , as shown in the formula, where � is the activation function, E is the residual error,
and V is the output of the activation function. The maximum value of S calculated through the network. After the
optimal solution is obtained, the output of the model is added to the network as a hidden neuron, and the previous
weights are frozen at the same time.

Finally, retrain the network and repeat the above process until the loss reduction of the entire network is less than the
set threshold.

2.3 Improved Cascade Neural Network

The traditional cascading correlation network has many drawbacks, firstly, there is only one fully connection layer



between input and output in the initial network, which large-scale input may cause the network parameter dimension to
be too large and training difficult.

Second, since the cascaded-correlation network needs two training stages, one is the training of the whole network,
the other is the training of neurons, so more time is needed in a training cycle.

Third, the cascaded correlation network adds a hidden neuron every time, so there may be a large number of
individual neurons when reaching the optimal model. The combination of these individual neurons and the input may
also lead to the large dimensions of network parameters .

Based on the above three questions, I got the inspiration from Suisin Khoo and Tom Gedeon’s paper[2] and designed
a new constructional cascade network on principal component SFEW dataset. As shown in the Fig. 6 below.

Fig. 6. The structure of the Improved Cascade Neural Network on principal component SFEW dataset

The first improvement : I made some changes to the initial network. Compared with the cascaded-correlation network,
my initial network added a hidden layer between the input and output. Since this data set was the principal component
SFEW dataset, one-dimensional vectors are input and and there is less data, the structure of the hidden layer was
designed as 1 by 25. In this way, compared with smaller hidden layers, although the network becomes larger, it can
better improve the generalization performance and accuracy of the model. Each neuron in the hidden layer is connected
to the input neuron, and also to each output neuron.

The second improvement: As shown in the middle diagram in Fig. 6, the hidden layer is connected to a new network
structure. This new network is called the cascade layer, which replaces the previous cascade neuron. Treadgold and
Gedeon has a similar algorithm[4]. The size of the cascade layer is designed to be 1 by 2, because the hidden layer is
designed to be large, so the total number of neurons needs to be controlled. Similar to the cascaded-correlation neural
network, a cascade layer is added to the network when the loss is not reduced in the process of initial model training.
Since the network is still a cascade-correlation structure, adding the cascade layer requires freezing the weight of the
previous network, and only trains the new cascade layer. The input of each cascade layer comes from three parts. The
first part is the mapping from the input layer, the second part is the mapping from the hidden layer, and the last part is
the mapping from all the previous existing cascade layers,as the right diagram in Fig. 6 shows. Finally, the sum of these
three parts forms a new cascade layer to join the network.

Through the above two changes, the deficiencies of the cascaded-correlation network proposed before can be solved
to a certain extent. The problem of large-dimensional network parameters can be solved by adding a hidden layer. The
addition of the hidden layer is more conducive to the extraction of non-linear information from the network and is
conducive to improving the accuracy of the model. Moreover, the replacement of cascade neurons by the cascade layer
can solve the multiple training problems of the cascade-related neural network. The cascade layer no longer needs to
train the network separately but directly joins the network and can be trained together with the original network. At the
same time, the emergence of the cascade layer can add multiple neurons at a time, which can improve efficiency and no
longer need to be combined with input data to generate large-dimensional parameters.

Since it is impossible to use extracted principal component data in actual use, it is still necessary to further reform the
network so that it can train the complete image data.



2.4 Cascaded Convolutional Neural Network

As mentioned at the end of the above, in the actual classification, the input data cannot be the extracted principal
component information, but the original image, so the original SFEW data set will be used in this part. Correspondingly,
the structure of the network should also change. The main structure is still the same as Fig. 6, but the input data of the
previous network is a one-dimensional vector, so the network uses a linear layer except the output layer , but after
replacing the input data with 224*224*3 pictures, each hidden layer of the network needs to be transformed into a
convolutional layer to obtain image features.

However, after changing the form of the hidden layer, we will find that the entire network has only one hidden layer,
so the feature extraction of the image will be too thin, and the image data will not be able to obtain accurate and
complete information after passing through the network, which will lead to the model not being well recognized effect.

Therefore, this paper proposes to use a convolutional neural network to replace the input module for image feature
extraction, and then utilize cascade layers as a new classification module in the network to modify the classification
effect of the main classifier, so that as the cascade layer increases, It is possible to avoid the problem of poor
performance of the main classifier in the network leading to poor classification effect of the model. The final network
structure is shown in the Fig. 7

Fig.7. Cascaded Convolutional Neural Network

Next, this paper will introduce the used convolutional neural network.

ResNet (Residual Network): The VGG network puts forward a point of view that the deeper the network, the stronger
the expressive power of the network[8]. With this view, the CNN network has developed from the 7th layer of Alexnet
to the 19th layer of the VGG network and finally has the 22nd layer of Googlenet. However, as the number of network
layers deepens, the results show that blindly increasing the depth does not bring about further improvement in
classification performance, but will cause network convergence to become slower, and the classification accuracy also
becomes worse. This is because the increase in network depth is accompanied by vanishing gradients and exploding
gradients.

The vanishing gradients means that the basis of the BP algorithm is the chain rule of derivatives and the chain rule
will make the calculation result very small after multiple calculations, which will cause the parameters to basically not
fluctuate as the network deepens.Then when the gradient propagates to the shallow network, the shallow network
cannot receive loss information. Gradient explosion is the opposite of it.

The solution to this problem in ResNet is very simple, it changed each unit to the bottleneck structure as shown in the
Fig. 8[7]. The shortcut is equivalent to a path that can skip the weighted layer, and the gradient at the weight is added
with a gradient without attenuation.So even if the depth of the network is very deep, the gradient from the deep layer
can also reach the shallow network, making this Network parameters can be effectively trained.Through the design of
the bottleneck structure, ResNet solves the problem of disappearing and exploding gradients as the network depth
increases. This allows the gradient to be spread to the shallow network without obstacles for better training results.



Fig.8. Bottleneck structure

Moreover, the batch normalization layer is added to ResNet. Batch Normalization normalizes the input data of each
layer to N(0,1) so that it is concentrated near the mean with a small variance.It makes the activation input value fall in
the area where the nonlinear function is more sensitive to the input, so that a small change in the input will lead to a
larger change in the loss function, which means that the gradient becomes larger to avoid the problem of vanishing
gradients. And the larger the gradient means the fast learning convergence speed, which can greatly speed up the
training speed.

2.5 Train Methodology

Data set: For principal component SFEW data set, construct the data set class FrameDataset, extract three kinds of
information of the data set, one is the overall content, one is the input data, and the other is the label.

For original SFEW data set, construct the setdata class, extract the data information, label, and names of the picture ,
and perform pre-processing and data augmentation on the picture. And take out 10% of the training set as the validation
set.

Cascor: The algorithm contains two kinds of networks. The first is the overall training network, which is designed to
have only one fully connected layer. Since there are a total of 7 categories, the output is 7 units. The second is the
network used to train candidate units. Considering the overall training time, it is also designed as a fully connected
network with only one layer, and the output dimension is set to 1. Because it is a multi-classification problem, the
activation function of the overall network is set as the softmax function, and the loss function is the cross-entropy loss
function[6]. Since the candidate unit network generates individual neurons, the activation function is set to the sigmoid
function. The algorithm uses the Adam optimization algorithm to update the whole weights, because Adam has higher
computational efficiency, less memory requirements, and the ability to handle large-dimensional parameters[5]. In the
training process, the initial network is used for training at the beginning. When the loss of the network is less than the
set threshold, the candidate unit is trained, and the output is added to the network as a neuron. In the part of adding
neurons, since it is necessary to ensure that the neurons are added and the parameters before the neurons are frozen, I
directly connect the new neurons with the input data and input them into the overall network as a new input. This not
only ensures the addition of new neurons, but also freezes the previous parameters, which perfectly implements the
algorithm.

Improved cascade network: As mentioned in the method section, the improved algorithm only requires one network
instead of two. The initial network consists of a hidden layer and an output fully connected layer. Since the data size in
the data set is 1 by 5, the hidden layer is also set to be linear. And, since there are 7 categories in total, the output layer
is 7 units. After adding the cascade layer, each newly added cascade layer is connected to the existing cascade layer,
and the output is used as the input to connect to the fully connected layer of the network output. The weight update of
the network still uses the Adam optimization algorithm[5], and the loss function selects the cross-entropy loss[6].
Similarly, because it is a multi-classification problem output, the fully connected layer still uses the softmax activation
function. But other layers in the network, such as the hidden layer and the cascade layer, all use the sigmoid activation
function. In the training process, start training with the initial network, until the loss reduction is less than the set
threshold, a new cascade layer is added to the network and freeze the previous network weight. In the calculation of the



cascade layer, the input of the current network, the output of the hidden layer, and the output of all existing cascade
layers are extracted respectively, and these values are linearly processed and then added as the input of the new cascade
layer. The input of the final output layer is the sum of the output of the hidden layer and the input of all cascaded layers.

Cascaded Convolutional Neural Network: First, remove the last fully connected layer and the 2d adaptive mean
convergence layer of the ResNet network, then use the remaining part as the backbone of the network. This is because
this algorithm only needs to obtain the feature of each image, and the subsequent classification results are responsible
for the cascaded network structure. Because the number of output channels of the last layer of ResNet feature extraction
is 512, the number of input and output channels of the hidden layer are both 512. Because the feature information
extracted by ResNet should be kept as much as possible, the size of the convolution kernel ,the stride and the padding of
the hidden layer are consistent with the last layer of ResNet, which are 3, 1, and 1, respectively. The connection and
calculation method of the cascade layer is the same as the previous part of the improved cascade network. Since it is a
cascading-correlation network, it is still necessary to freeze the weights when joining the cascade layer. The input and
output channels of cascade layer are both set as 512. At the same time, because the output structure of the cascade layer
is only used to assist in correcting the main classifier, it needs to be restricted, the size of the cascade layer is smaller
than the hidden layer. When ResNet is used as the feature extraction module, the output size of the cascade layer is set
to 4*4. The weight update still uses the Adam optimization algorithm, and the loss function selects the cross-entropy
loss function. However, the activation function is replaced with the Relu function, which can increase the sparseness of
the data and improve the fitting speed. At the same time, the batch normalization layer is added after the hidden layer
and the cascade layer to further improve the convergence speed. Finally, a 2d adaptive mean convergence layer is added
before each classifier to convert 512 channel feature maps into 512 pixels for classification.

3 Results and Discussion

As mentioned above, I used two different data sets to evaluate the three methods I designed. First, in the principal
component SFEW data set, there are two types of data, one is Local Phase Quantization (LPQ) features, and the other is
Pyramid of Histogram of Gradients (PHOG) features. In the experiment, I tested PHOG features on Cascaded
Correlation Neural Network and Improved Cascade Neural Network. The problem to be solved is the facial emotions in
7 categories. The information of each facial emotion is input to the network through a size of 1 by 5, and the 7 output
neurons respectively represent the probability of each category.

For principal component SFEW data set

Cascaded Correlation Neural Network: Table 1 shows the top1 and top2 accuracy of the test set after adding different
numbers of neurons to the cascade correlation neural network in PHOG.

Table 1. Top1 and top2 accuracy of the test set vs number of neurons in PHOG( lr = 0.01, batchsize =64 )

number of neurons Top1 accuracy % Top2 Accuracy%

0 17 21

5 20 29

10 21 32

15 22 37

From the above table, we can see that as the number of cascade neurons increases, the accuracy of the test set
continues to rise, indicating that as the number of cascaded neurons containing existing network information increases,
it has a benign gain to the learning of the network and improves the recognition effect of the model.



Improved Cascade Neural Network: From Table 2, when the PHOG feature is used for the experiment,the top1 and top2
accuracy of the test set in the improved cascade network.

Table 2. Top1 and top2 accuracy of the test set vs number of cascade layers in PHOG( lr = 0.01, batchsize =64 )

number of cascade layers Top1 accuracy % Top2 Accuracy%

0 16 21

3 18 41

5 23 40

7 24 44

10 17 22

Through the comparison, it can be found that when the cascade layer just starts to increase, the accuracy of the test
set continues to improve, but when it reaches more than 10 layers, the accuracy begins to drop rapidly. This is because
the network model is too large after 10 layers, and the input data volume is small, which leads to the phenomenon of
over-fitting of the model.

Table 3 is the comparison between the accuracy of the cascaded-correlation network and the improved network, as
well as the training time. The training time is the time between the start of training and the decrease in the overall loss
of the network less than the set threshold.

Table 3. Comparison between Cascor and Improved Cascade in PHOG,optimal results within 10 cascade structures( lr = 0.01,

batchsize =64 )

Network structure Top1 Accuracy% Top2 Accuracy% Training time

Cascor 21 32 ~120 min

Improved Cascade 24 44 ~35 min

We can see that both the training time and accuracy of the improved network are higher than that of the cascaded
correlation network, so it is proved that the improved algorithm does make up for many defects of the traditional Cascor
network.

Second, I used the original SFEW data set to evaluate the cascaded convolutional network.The input data of the
network is a picture of 224*224*3, and the output is the probability corresponding to the 7 expressions.

For original SFEW data set

Table 4. Top1 accuracy of the test set vs number of cascade layers ( lr = 0.01, batchsize =10)

number of cascade layers Top1 accuracy %

0 21%

1 26%

2 29%

3 27%

4 19%

From Table 4, we can find that with the addition of the cascade layer, the classification effect can be significantly
improved at the beginning, but after the increase to 3 cascade layers, the accuracy rate begins to decrease. This is
because too many cascade layers are added, and the proportion of the cascade classification module's influence on the
main classifier increases and thus has a negative impact on the main classifier, resulting in poor classification results.



Table 5. Top1 accuracy of the test set vs different network structures ( lr = 0.01, batchsize =10,epoch=100 )

Network structure Top1 Accuracy%

CasCNN(Cascaded Convolutional Neural Network) 29%

Improved Cascade 15%

ResNet 24%

CasCNN transfer learning 21%

Table 5 counts the classification effects of 4 different networks under the influence of the same set of
hyperparameters. Among them, CasCNN transfer learning directly use ResNet pre-training weights for transfer learning.
It can be seen from the results that if an improved cascade network without CNN as input is used, the classification
effect is particularly poor. This is because the network is too shallow to express the features, the classification effect is
very poor. The method of transfer learning is not very good either, because the pre-training weights used in transfer
learning are based on the ImageNet data set, so this weight cannot extract the features needed by the network on the
SFEW data set. CasCNN is better than ResNet, indicating that the addition of the cascade layer can indeed improve the
classification performance of the main classifier.

However, though the results of these three algorithms are higher than the baseline 19% accuracy of the classification
using a non-linear SVM in data set paper, there is still a big gap with SOTA's 46.28% accuracy rate[1]. I think that the
reason for such a big gap is due to the feature extraction of the picture. The facial expressions of the people in the data
set only account for a small proportion. Therefore, in the process of extracting features, the network may not finally
obtain the facial features we need, which resulted in incorrect classification.

4 Conclusion and Future Work

In this paper, I introduced three network structure algorithms to implement facial emotion recognition based on the two
different SFEW data sets. The first is to build a traditional cascading correlation network, which is built through
two-part training. After testing on principal component SFEW data set, it can be obtained that the top2 accuracy of this
network is around 40%, with a fluctuation of around 3% and the top1 accuracy is around 22%. The second network
structure introduces the concept of cascading layer. Many shortcomings of the traditional network are solved by the
addition of the cascade layer. The test has also verified my ideas. Compared with the traditional network, the training
time is greatly shortened and the top2 recognition rate of the test network reached 45% and the effect was better than
before. The third network uses a combination of improved networks and convolutional neural networks for actual image
classification. This network optimizes the classification results of the main classifier through cascading layers, thereby
improving the classification ability of the model. The final experiment also proved that my design, the top1 accuracy of
CasCNN is 29% which is better than the one without cascade layers. Both of these networks surpass the baseline in the
data set paper, but there is still a gap between the best results[1].

In the future, I will try to add target detection to the network to extract the position of the face in each image, so that
the data trained by the network will no longer have a lot of interference results. Moreover, I will try not only to cascade
classification modules, but to cascade different convolutional neural networks, and use multiple models to extract
features at different positions of the picture, so that the features obtained are more conducive to improving the
performance of the entire model.
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