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     Abstract 

  

   In many applications of neural networks, the main consideration is the training speed of 

the neural model. In practice, the most difficult decision to make is about the number of hidden 

units in each hidden layer, although a relatively large number of hidden units in a hidden layer 

will improve the accuracy of the training model, it would decrease the speed of the network. The 

goal of this study was to develop a feed-forward neural network that was trained by genetic 

algorithm to classify porosity into four groups using petrographical characteristics described in 

linguistic term [1]. This classification accuracy is higher than the previous work which utilized a 

feed-forward neural network with the distinctiveness network reduction techniques. This paper 

shows that the Genetic Algorithm combined with the network reduction techniques proposed by 

T.D. Gedeon [2] would guarantee a consist level of functionality and a smaller size of the network.  
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1. Introduction  

 



This paper presents an optimization approach using a genetic algorithm to classify 

porosity into four groups (0(Very Poor), 1(Poor), 2(Fair), 3(Good)). In this paper we 

will generally assume a feed-forward neural network of one input layer, one hidden 

layer and one output layer of processing units. This network was trained by a genetic 

algorithm that is a directed random search technique which is widely applied in 

optimization problem [3]. 

We first construct a feed-forward neural network for the classification of core 

porosity based on the linguistic description, we then apply the genetic algorithm for the 

optimization of this neural network model. One of the major decisions to make is about 

the number of hidden neurons in each hidden layer. If the number is too large, we could 

get a better performance on the training model, but the network model might overfit at 

last. When the number is too small, the neural network model might fail to capture all 

the patterns in the dataset [4].  

The distinctiveness network reduction technique was used in this paper to get rid 

of the hidden unit that has similar functionality. The distinctiveness of hidden units is 

determined from the unit output activation vector over the pattern presentation set [2].  

 

2. Data descriptions  

 

The dataset used in this paper comes from a routine core analysis report on an oil 

well located in the North West Shelf, this dataset contains 226 core plug samples taken 

from a total of 54 m of cores obtained from three intervals [1]. The porosity and 

permeability values ranged from 2% to 22% and from 0.01 millidarcy to 5.9 darcies, 

respectively [1]. The objective of this study is to present how genetic algorithm and 

distinctiveness of vectors from hidden units can be utilized in optimizing the 

classification of linguistic descriptions of core samples into four different classes. The 

accuracy of this neural network will be tested on an unseen data set separated from the 

main dataset. 

 

3. Data preprocess  

 

Each attribute in the dataset represent a different property of the sedimentary rock, 

and they have different impact on the classification of the porosity. So, we need to 

preprocess the data, in this paper the input data was encoded into 7 numeric inputs by 

means of a linguistic encoding technique. As for the attributes of “Grain Size”, 



“Sorting”, “Matrix”, “Bioturbation”, “Lamina”, they could all be put in an increase or 

decrease order, thus we can allocate values evenly distributed from 0 to 1 to each 

attribute in each character. However, as for the character “Roundness” which represents 

the degree of abrasion of a clastic particle, two variables are required to encode this 

value [1].  

 

The dataset adapted for this paper after preprocessing includes the following columns: 

⚫ Grain Size: The general dimensions of the particles in a sediment or rock. 

⚫ Sorting: The particular characteristic of sedimentary particles.  

⚫ Matrix: The finer grained filling the interstices between the larger grains of 

a sedimentary rock.  

⚫ Sphericity&Roundness_1: The degree of abrasion of a clastic particle 

(normalize into sine and cosine values). 

⚫ Sphericity&Roundness_2: The degree of abrasion of a clastic particle 

(normalize into sine and cosine values). 

⚫ Bioturbation: The churning and stirring of a sediment by organisms. 

⚫ Laminae: The smallest recognizable unit layer of original deposition in a  

sedimentary rock.   

 

4. Implementation of Genetic Algorithm  

 

Genetic Algorithm is a heuristic search and optimization approach inspired by 

natural evolution [5]. Genetic Algorithm could create multiple solutions to a given 

neural network and evolve them through a number of generations, each solution 

generated holds all hyperparameters that might help to enhance the performance of 

neural network model.   

A Genetic Algorithm used for the optimization of a neural network model in this 

paper includes the following procedures: 

⚫ Initialize a population of random networks 

⚫ Score each member of the population based on the fitness function  

⚫ Select and produce the best members of the population  

⚫ Mutate some members of the population randomly to find some better 

generations  

⚫ Breed new generations using cross-over operation  

⚫ Replace least-fit population with better generations 



⚫ Terminate and return the best solution when reaching the end of 

generation or have an accepted result. 

 

Before we build the neural network mode, we need to classify the porosity value 

into four groups: Good (>15%); Fair (10-15%); Poor (5-10%) and Very Poor (<5%). 

We randomly chose 80% of the data set as the training data, and the remaining as the 

test data, the objective of this experiment is to train a neural network using the training 

data and the Genetic Algorithm, then test its performance on the unseen test data to see 

whether it can predict the right class of porosity.  

In the experiment, we will use neural networks to perform supervised 

classification. A standard 7 input × 9 hidden × 4 output backpropagation neural network 

was used. The results of the network model built in this experiment is shown in Fig 1. 

 

 

Fig 1 performance of the neural network model trained by Genetic Algorithm 

  

As can be seen from Fig 1, the accuracy of this network model trained by 

Genetic Algorithm on the training data is around 78% which is slightly higher than we 

achieved in the previous work. In addition to this, the accuracy on the unseen test data 



is around 63% which is higher than 60% compared to our previous work. It is clear to 

see that the Genetic Algorithm contributes to the optimization of neural network 

model on the classification of core porosity. 

As we have mentioned in our previous work, the accuracy on the training data is 

much higher than the accuracy on the test data. For a situation like this in a neural 

network model, over-fitting is expected to exist in the training model. There are 

various causes for the over-fitting in the neural network model, global parameters 

such as the network size, training time (e.g. based on validation tests) or the amount 

of weight decay are commonly used to control the bias/variance tradeoff [6]. In this 

paper we will focus on the network size which refers to the number of hidden units in 

the hidden layer. If over-fitting exists in network model, it is possible that the number 

of hidden units is too large. So, in the next phase of the experiment we will use some 

modern technique to reduce the size of the network, thus ideally will improve the 

network’s performance on the test data set.  

 

5. Implementation of Distinctiveness  

 

There is no method to clearly identify and determine the exact number of hidden 

units in a neural network model [10]. This paper will discuss the appliance of 

distinctiveness of hidden units, the method of distinctiveness is applied by 

determining the similarity of all pairs of hidden units in the hidden layer. After 

comparing the similarity between each hidden unit, the neural network model will be 

pruned by removing the redundant hidden unit that has similar functionality compared 

with other hidden units [2]. As the result, the pruned network model does not need 

further training, since only the neurons with similar functionality were removed.  

For pruning it is necessary to identify hidden neurons with similar functionality 

[8]. As mentioned by T.D. Gedeon [2], the recognition of similarity of pairs of vectors 

in done by the calculation of the angle between them in patter space. If the angle 

between two hidden units is less than 15°, then these two hidden units are considered 

too similar and one of them is removed. If the angular separation of two hidden units 

is over 165°, these two hidden units are considered complementary, and both should 

be removed.  

Since there are 9 hidden units in the neural network model we built using 

Genetic Algorithm, we need to calculate the vector angles for these 9 hidden units, the 

results are shown below in Fig 2. 



From the results it is clear to see that the vector angle between the 8th and the 9th 

hidden unit is 8.54° which is less than 15°, and vector angle between other hidden 

units and these last two hidden units are always the same, for example the vector 

angel between the first hidden unit and the 8th hidden unit is 31.14° which is equal to 

the vector angle between the first hidden unit and the 9th hidden unit. We can confirm 

that the last two hidden units have the similar functionality, thus one of them will be 

removed to accelerate the speed of the network model. In addition to this, there is no 

angle between hidden units that is greater than 165°, so none of the 9 hidden units are 

considered complementary. 

The next step is to use the result of the distinctiveness of hidden units to prune 

the neural network. Since the 8th hidden unit has similar functionality as the 9th hidden 

unit, we chose to remove the 9th hidden unit. The network after pruning is now a 

standard 7 input × 8 hidden × 4 output backpropagation neural network.  

 

Pairs of units   Vector angle   Pairs of units   Vector angle   Pairs of units   Vector angle 

12         143.04          27         63.51           48         142.86 

13         55.84           28         139.27          49         142.86 

14         150.43          29         139.27          56         74.38 

15         25.55           34         116.58          57         120.98 

16         71.70           35         49.84           58         29.73 

17         140.93          36         97.81           59         29.73 

18         31.14           37         111.35          67         98.79 

19         31.14           38         54.77           68         76.87 

23         100.35          39         54.77           69         76.87 

24         40.48           45         141.99          78         137.52 

25         147.98          46         84.95           79         137.52 

26         116.11          47         45.55           89         8.54 

Fig 2 vector angles between hidden units 

 

6. Comparison and Discussion   

 

From Fig 3 we can see that the accuracy of the pruned neural network on the 

training data is around 81%, and the accuracy on the test data is around 65% compared 

to the result of the unpruned model which is 63%. In addition to this, the time taken for 

the training of the unpruned network model is 460 seconds, while the pruned network 



model takes 435 seconds, there are enough evidence to show that removing the 

redundant hidden unit can improve the performance and the training speed of the neural 

network model on the testing set.  

 

 

Fig 3 performance of the pruned neural network 

 

   Compare to our previous work, the Genetic Algorithm can improve the performance 

of our neural network model, however the Genetic Algorithm only improves the 

accuracy by around 5%, there are several reasons for this. First is that the dataset we 

had used is relatively small, the dataset only contains 226 samples and since we had 

choose to use 80% of the dataset for training and the remaining 20% for testing, there 

are only around 45 samples that our neural network can be tested on which is small, 

thus the effect of Genetic Algorithm can not be fully presented in this experiment. 

Second is that during the preprocessing of dataset, we dropout some features to simplify 

the neural network model, those features that we dropped may have influence on the 

performance of the Genetic Algorithm, thus may reduce the effect of Genetic Algorithm 

on the optimization of neural network model. 

   From T. Gedeon et al [1] experiments on the same data set, the overall accuracy on 



the blind test on Set #1 is 60.0%, and the overall accuracy on the blind test on Set #2 is 

62.8%. The average accuracy on the T.D. Gedeon’s neural network model is 61.4% 

which is close to the accuracy of the pruned neural network model in this paper. We can 

say that the experiment in this paper is a successful simulation of the experiments of T. 

Gedeon et al [1].  

 

7. Conclusion  

 

   The two-layer feed-forward neural network with 8 hidden units is proved to be 

acceptable in classifying the core porosity using the related features. In this paper we 

have demonstrated that using the Genetic Algorithm we can improve the performance 

and the training speed of the neural network model. In addition to this, we had found 

that to a certain extent, the distinctives network reduction technique will help to remove 

the hidden units with similar functionality without sacrificing too much of the neural 

network’s classification ability [4].   

   During the experiments in this paper, we found that the use of preprocessing and 

input encoding of the original data improve the performance of neural network. The 

next stage in our work will include using all features in the dataset to train the neural 

network model and optimize it using the Genetic Algorithm; apply the distinctiveness 

network reduction technique in other neural networks, for example image compression. 

Since the computation complexity of determining the distinctiveness between hidden 

units is O(n²) (n refers to the number of hidden units in a neural network model), a more 

efficient algorithm to determine the distinctiveness between hidden units would also be 

considered as part of the future project.    
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