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Abstract. The research for the artificial neural network has been increasingly popular in recent years, as it performs 
fairly well in a variety of areas, such as computer vision, speech recognition, etc. This paper evaluates the effectiveness 
of Recurrent Neural Network (RNN), a deep learning neural network, specialize in time-series analysis. This paper 
builds an RNN and a normal back-propagation neural network, perform a prediction with a student marking dataset. It 
turns out that the RNN perform better than the normal neural network, with an accuracy of 72.04% compared with the 
baseline accuracy of 65.36%. 
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1   Introduction 

1.1   Background 

Artificial neural network (ANN) or neural network, a computational model inspired by human brains structure, is trained to recognize 
underlying features of the data [1]. Back-propagation is a widely used algorithm for supervised learning with the neural network. The 
model adjusts the weights of the neurons to minimizes the loss, which is the calculated difference between prediction and actual output 
[2].  

1.2   Dataset 

The dataset used in this paper is the same one as the research [3][4]. It contains 5 columns of student’s information, 10 columns of 
marks for several assessments (lab, assignment, tutorial, etc.), and 1 column of the final mark for 153 students at The University of 
New South Wales. It should be noticed that 352 (19.3%) of the marking data are missing, imputed by a dot, and there are also 24 zero 
marks. Besides, around 49% of entries contain missing values, including 8 entries have no marking data at all. Since this data set has 
a fairly large proportion of missing data, the performance of the training model might be limited. For more statistics about the data set, 
please refer to the Appendix. The task is to predict a final grade (D, CR, P, F) based on the mark of other assessments (Lab, Assignment, 
etc.). The motivation behind is to allow the students to be aware of the final grades that might have, according to the assessment they 
have already known during the semester, so the students could have better management of their performance [5]. 

1.3   Previous Work: BDR 

Researchers have found that the non-parametric method, including back-propagation algorithm, has a tradeoff between variance and 
bias, where variance, in this case, is sensitive to the data and the bias is failing to recognize features [6]. The dataset requires to achieve 
both low variance and low bias is massive, but in reality, the training normally doesn’t have enough data. There are a couple of 
techniques to reduce variance by increasing bias, such as pruning [7]. Outlier removal is one of the effective methods to reduce variance. 
Outlier is a set of statistically inconsistent data compared with other data in the dataset [8]. It could cause large weight changes with 
back-propagation, and the time model spent in learning will increase, so as the variance [3]. If the outlier can be detected and removed, 
the variance should be decreased. Therefore, outlier detection is a challenging problem. The BDR is invented since the researchers 
found the frequency of the errors in the training set could be approximately distributed in a bimodal shape (Fig. 1.), where the low error 
area contains features already learned by the model, and the high error area is most likely to contains the outliers [3]. The BDR algorithm 
removes a subset of the patterns that fall in the high error area, and continue the training with the pruned dataset, until the variance of 
the errors is fairly low, which means the high error area is almost out of patterns [3]. However, the author has conducted an experiment 
on BDR algorithm and found that the neural network with BDR doesn’t perform better than the one without BDR, with an accuracy of 
60.72% compared with the baseline accuracy of 65.36%, which is accordance with the research of [3][4]. It is proved that the BDR 
could detect outlier, but its unsatisfied performance on the bias might indicate the usefulness of the outlier data in this dataset. Therefore, 
this paper will explore other techniques to improve prediction accuracy. 
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Fig. 1. Bimodal distribution of errors found during the training with BDR algorithm. 

1.4   Previous Work: RNN 

Unlike a normal neural network, a Recurrent Neural Network (RNN) is one of the deep neural networks, that is able to perform 
prediction on the time series data [9][10], with a structure of Figure 2. The RNN with this structure is capable of picking up the 
relationship between data points. This dataset contains assessments for a student at different time, and it is worth investigating the 
relationship between the assessments, which makes the RNN an appropriate technique for this prediction task. Also, the research in 
[11] applied the RNN to predict final grades of students from the other assessments, which is similar to the task in this paper. The
outcomes of the research [11] are promising, and it has been proven that the RNN is effective to early prediction of final grades. Based
on the result of the previous work, this paper will explore and evaluate the improvement on prediction with the RNN, compared with
the normal back-propagation neural network.

Fig. 2. Recurrent Neural Network Neuron Structure 

Fig. 3. Recurrent Neural Network Structure, where t is time 

2   Method 

2.1   Data Pre-processing 

To prepare the data for the neural network training, several processes have been performed as below: 

 The student’s information is considered irrelevant to the prediction of the final mark, thus removed.



 The 10 columns of marks of assessment are normalized into the scale from 0 to 1, using Formula. As stated by the research [12],
the normalization process is important to product accuracy output and greatly reduce training time.

 𝑧𝑧 = 𝑥𝑥−min(𝑋𝑋)
max(𝑋𝑋)−min (𝑋𝑋)

. (1) 

 All other missing data is imputed to 0. The tremendous amount of missing data could have a negative effect on the prediction task
[13]. There are various ways for imputation for missing values, but in this task, imputation might bring in bias. Also, the missing
values in the academic assessment are more likely to be the student failing to attend the exam or submit their assignments, so
imputation to zero is acceptable.

 The final mark is using the hundred-mark system. Similar to [3][4], it is converted into the category as Table 1.

Table 1.  Conversion from grade to category. 

Final Mark Category 
> 75 0 

65 - 74 1 
50 - 64 2 

< 50 3 

2.2   Network Topology and Techniques 

 The topology (Table 2) of the normal neural network is similar to the normal neural network used in [3][4]. The researcher in [3]
reckon 5 or 10 hidden neurons doesn’t make too much difference but the author finds that 10 hidden neurons are slightly better in
a few runs. For the RNN, the input will take a sequence and the hidden layer is set to 22 after fine-tuning.

 The split ratio for both neural networks is 7:2:1 (training: validation: test) for the cross-validation, since the dataset in this task is
small, and cross-validation can be helpful in preventing the overfitting issues [14].

 The researchers in [4] used the sigmoid as the activation function, while in the research of [15], it is found the ReLU perform better 
and faster than sigmoid in practice, and Leaky ReLU can overcome the “dead” neuron problem of normal ReLU. Therefore, Leaky 
ReLU is applied and softmax is used for the final output, which is a widely used activation for multiple class classification.

 For the loss function, the model used the Cross-Entropy, as the model is expected to produce a probability vector, and Cross-
Entropy is useful in this case [16]. For the optimizer, Adam is applied mainly because it could accelerate the learning process, save
computational power, and escape from local minimum [17].

 Overfitting could lead to low variance, and the performance on the testing set might be affected. To prevent overfitting, the early
stop technique is applied [18], when the loss on validation is bouncing from the minimum by 5%, the model will stop earlier. But
in practice, the early stop doesn’t perform well on RNN, as it fluctuates in a huge range and triggers the early stop at the beginning,
causing underfitting. It is also argued that Adam has difficulty with convergence. Therefore, the decay of learning rate is introduced 
in the RNN [19]. It could slow down the learning rate when it detects the accuracy of validation set is not improved for a period of
time. With the learning rate reduced, the model can better converge to the global minimum and avoid being overfitting. That also
allows the model to take a larger initial learning rate, which makes the training faster without worrying about the convergence
issue.

Table 2.  Network topology 

Normal NN RNN 
Layer 3 2 

Input Neurons 10 1 
Hidden Neurons 10 22 
Output Neurons 4 4 
Learning Rate 0.001 0.01 

2.3   Experiment Design 

In this paper, a back-propagation neural network will be built and trained for the prediction task on the marking dataset, in comparison 
to the RNN on the same condition. The process is repeated 100 times for one run, and both of the models will perform ten runs on 
training and prediction. The average of the performances is then compared. 



3   Result and Discussion 

3.1   Result 

After proper parameters tuning, the average accuracy on the test set for the normal back-propagation can reach 65.36%, while the RNN 
model shows a promising improvement on the accuracy, with an accuracy of 72.04%. However, it is found that the epochs needed for 
training RNN is much more than the normal neural network.  

Since the number of epochs needed for each training could be different with the early stop technique, the average trend cannot be 
aggregated and plotted. Instead, a typical trend of accuracy and loss of the normal back-propagation neural network is shown in Figure 
1. It can be seen that the model stops the training right before the rising of the validation loss due to the early stop, which proves that
the early stop technique is helpful to properly train the model without being underfitting or overfitting.

Fig. 4. A typical accuracy and loss tendency in the normal back-propagation neural network training. 

Note that the epoch and loss calculation are slightly different from above. The RNN takes sequences and predicts on each one, therefore, 
the epochs might be much less than above, but in fact, the training for the RNN model is much slower than the normal neural network. 
Also, the loss is aggregated for each epoch, and the training set with more data points has a much higher loss, compared with the 
validation set. It could be seen that the model fluctuates in a fairly huge range. The dynamic learning rate is large at the beginning and 
it helps the model quickly find the approximate global minimum, and by slowing down the learning rate, it helps the model converge 
to the minimum point accurately. That explains the large fluctuation at the beginning and the small on at the end. In general, it is trained 
properly and it successfully converged. 

Fig. 5. A typical accuracy and loss tendency in the training with RNN. 

Below is the performance comparison between normal neural network and RNN, regarding the accuracy. The training and prediction 
are repeated for 100 times in one run, and the average accuracy is provided. After ten runs, again the average of the results from the 
ten runs is calculated and presented. Based on the result, it is obvious that the normal neural network is more stable, while the RNN 
did have a better performance on this task, holding a 6.68% lead over the normal neural network on average, 7.34% lead in the best 
case, and 3.61% lead in the worst case. 



Table 3.  The average accuracy of the Normal NN model 

Train Validation Test 
1 89.43% 66.39% 65.24% 
2 90.70% 65.27% 65.71% 
3 90.66% 66.25% 67.11% 
4 89.43% 64.76% 64.29% 
5 88.91% 66.92% 64.11% 
6 91.64% 65.51% 65.53% 
7 90.32% 66.14% 65.66% 
8 89.64% 65.88% 65.09% 
9 87.66% 68.31% 65.98% 

10 90.35% 65.63% 64.91% 
Average 89.87% 66.10% 65.36% 

Table 4.  The average accuracy of the RNN model 

Train Validation Test 
1 88.01% 71.02% 73.87% 
2 86.53% 74.77% 73.47% 
3 84.08% 69.88% 69.28% 
4 90.42% 72.68% 73.97% 
5 91.17% 77.02% 74.45% 
6 88.70% 69.91% 67.72% 
7 87.05% 70.19% 72.62% 
8 87.67% 72.87% 73.07% 
9 88.23% 69.86% 69.96% 

10 90.91% 73.72% 71.98% 
Average 88.27% 72.19% 72.04% 

3.2   Discussion 

 Generally, the performance of the normal neural network is in accordance with the research [3], which is around 65%. While, the
RNN model outperforms the normal neural network model by around 7%, which could be considered as a noticeable improvement.

 The experiment result has proven the RNN works fairly well in early prediction for student’s academic performance. One reason
could be the relationship between the data points is useful in this task. If a student does not perform well at the very beginning of
the semester, but he works hard and keeps improving along with the time, he is more likely to achieve a better result at the end. A
simple neuron network model might be incapable of detecting the trend and trapped by the low performance in the early assessment,
while RNN has the internal state to capture the dynamic behaviour.

 Combining the result from the previous work with BDR [3], the result also validates the opinion of the research that the outlier in
this dataset could be useful, and removing them all is not appropriate. It is actually realistic that the students might have an unstable
performance in academic assessment, and lots of human factors could be included.

 It should be noticed that dynamic learning rate is an effective technique to help the model converge, especially when Adam
optimizer is used. It also allows the model to accept a larger learning rate at the beginning and accelerate the training and avoid
being trapped by the local minimum, and it slows down the learning rate to converge.

3.3   Limitation 

 Although this paper proves that the RNN outperforms the normal neural network in this task, the accuracy of 65~75% is still not
very high, compared with the research [11]. One reason could be the dataset is not suitable for this task. The size of the dataset is
fairly small and the high proportion of missing value could significantly affect the result. It would be better to confirm the research
result with another better dataset in the future.

 The dataset might be of low quality. From the previous research [4] with BDR, 28% of the patterns are considered outliers by the
BDR algorithm. Although the researchers in [3] reckon some of the outliers might be useful in this dataset, and removing all the
outliers is not appropriate, but it could be tricky to identify the invalid pattern from the outlier without human inspection. Not
removing the outliers could affect the performance of the models by introducing invalid patterns, which might make the research
result slightly less reliable.



4   Conclusion and Future Work 

The experiment has shown that the RNN outperforms the normal neural network, in terms of prediction accuracy on this task, while 
the fact that it spends more time training should also be considered, but in general, the RNN is an effective model for the student 
academic performance prediction tasks. 

Given that the RNN has a promising beginning on this task, more experiments on evaluating other complicated deep neural network 
could be conducted, such as Bidirectional RNN (BRNN) or Long short-term memory (LSTM). Also, it would be interesting to conduct 
experiments with the Evolutionary Algorithm such as Genetic Algorithm, to see if it can further improve the performance of the models. 
As stated on the above analysis of the limitation, the research result might be affected by the low quality of this dataset, it is worth 
further confirming the result by conducting similar experiments on a better dataset. 
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Appendix:  

Fig. 6. More statistics about the dataset. 

Fig. 7. Distribution of the numeric data 




