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Abstract. With the situation of unknown to the factors which can influence the cognitive ability to manipulated 

images, this paper is for exploring whether recurrent neural networks are helpful for studying the pattern of whether 

humans can perceive manipulated images through different length of observing duration with different levels of 

attention, we train neural networks with a dataset which included the 372 records from Sabrina Caldwell’s experiment 

[4]. We find that all tested networks are able to solve the problem. However, comparing to recurrent neural network 

and long short term memory network, bidirectional recurrent neural network is more worthwhile to recommend.  
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1 Introduction 

1.1 Background 

The quantity of image information increases rapidly with each passing day. According to its different states and 

characteristics, image information conveys diversified information to the public [3]. So, the image manipulation is 

always a topic in the process of gathering information due to its quantity and importance. Because the manipulation 

directly controls the content of image which is also the source of information. With the control of the information 

spreading, manipulating technique could even cause the social, economic, and political threats [6]. So, it is useful to 

figure out whether people could realize the manipulation, for mastering the deviations in given image information. 

1.2 Purpose 

This research will mainly focus on exploring whether RNN type neural networks are helpful in analyzing the 

relationship between human eye reading behavior and the ability to recognize manipulated pictures. The RNN type 

neural networks are RNN, Long Short Term Memory networks (LSTM) and Bidirectional Recurrent Neural Network 

(BiRNN). The direction of exploration includes parameter adjustment for RNN, the characteristic analysis of RNN, and 

similar RNN based neural networks. 

1.3 Dataset 

The data set for this study was collected from the Sabrina Caldwell’s experiment [4]. The experiment recorded the data 

of eye gaze when participants recognized whether the image was manipulated or not. The image observation data of the 

subjects in the data set includes the fixation times and duration of the whole image and the manipulated area. There is 

also the number of participants and the number of images they observe in the dataset, as well as the binomial value of 

whether the observed images are manipulated. The output of the dataset is the individual judgment of the participants on 
whether the observed image is manipulated. The data used in this study is only part of Sabrina Caldwell's experiment, 

with only 372 sets of data. 

1.4 Relative Research 

With the purpose on verifying the suitability of training recurrent neural network (RNN), here was already a research 

[7] proved two preliminary conclusions on the relationship between human eye reading behavior and the ability to 

recognize manipulated pictures. It says that the well-trained full connected three-layer feedforward neural network 
(FC3NN) can reach 70% accuracy on predicting the relation. However, the research also shows that BiRNN has a worse 

performance comparing with the FC3NN, which means it is necessary to implement the comprehensive investigation on 

BiRNN for figuring out the reason. 

Another relative research showed that the native photograph pictures with the manipulations have a higher rate to 

lead failure to detect substantial changes [1]. With the pictures in Sabrina Caldwell’s experiment [4] are about nature, 



the pattern should be more difficult to be trained. So, the accuracy of the trained neural network may not very high, and 

it is possible to treat the 70% accuracy as the standard. For the RNN, if its accuracy reaches 70% with the reasonable 

parameters and other performance, we can judge it is at least acceptable for this dataset and the purpose. 

Normally speaking, increasing the attention of the manipulated area in the manipulated image (fixation, duration of 

eye gaze, which could be find in gathered dataset) can improve the recognition ability of the manipulated image [4]. So, 

the trained neural network is supposed to be meaningful. The accuracy of trained models should be greater than 50%, 

which is the natural probability of guessing true or false. 

1.5 Further Benefits 

This research facilitates the following:  

• Exploring the suitability of RNN to the relationship between human eye reading behavior and the ability to 

recognize manipulated pictures. 

• Providing the basis and used parameters for other similar research of training neural network on the dataset of eye 

gaze. 

2 Method 

The method is divided into three main parts and serval processing part. The first main part is about the construction of 

BiRNN and LSTM, including the required parameter settings, technique usages and reasons. The second part is the 

evaluation criteria of neural network, which is used to modify the parameters. The third part is to simply explain the 

adjustment mode and basis of the parameters in the experiment, and the stages of the results to the experiment will need 

to be analyzed. 

2.1 Neural Network Construction with Determined techniques and parameters 

To explore the comprehensiveness, we constructed three neural networks, namely simple RNN, LSTM, BiRNN. These 

three neural networks are RNN type or RNN derived type. Therefore, the parameters and technical types that we set for 

these neural networks are basically the same among the three neural networks. Therefore, the design and construction of 

parameters will not be written separately in the following description. The initial value of each parameter may or may 

not be given, because there may be great changes in the following discussion, and only the initial idea will be given in 

this section. 

Data preprocessing. 

Starting with data preprocessing, the data cleaning and data reorganization are same as the preliminary research [7]. We 

fix the format of the column title and create the ‘correctness’ column as the target column to represent the correctness of 

identifying manipulated pictures. Then, we choose the input features and target column (see Table.2), and we could also 

compare it with original data (see Table.1). 

 

Table. 1. The statistical data of original dataset, which include mean value, standard deviation, minimum value, value of the first 

quarter of data, median value, value of the first 3 / 4 data and maximum value. 

 



 

Table. 2. The statistical data of processed dataset for training and testing, which include the same type of data as Table.1. The last 

column is the target and the other columns are inputs. 

5-Fold Cross Validation. 

There are two main reasons for choosing the k-fold cross validation method. One is that the k-fold cross validation 

method is more stable than other validation methods in small data sets. The other is that by implementing the cross 

validation method, the number of tests for each parameter configuration scheme can be appropriately reduced, which 

means that the total duration of the experiment can be reduced and the efficiency can be improved. 

To the reason of setting the k value as 5, it mainly caused by the size of the dataset. In my opinion, there are only 372 

available data in the dataset, and the test set cannot be too small under the premise of ensuring sufficient training set 

size. So, I chose at least 20% as the test set to reduce the bias between the test set data obtained in k = {1, 2, 3, 4, 5} 

training. 

Batch Size. 

The size of the batch is also determined by the size of the dataset. If the batch size is too small, the model from each 
step of training may produce some large biases, and some of the bias may not be corrected in subsequent training. 

Combining with the situation that the dataset used in this study is very small, the batch size of both the test set and the 

training set is directly set to the size of the corresponding dataset 

Fixed Structure of Neural Network. 

According to the data set for training and testing (see Table.2), the number of input features is 5. Because the target 

output column is 'correctness', and the data in this column contains only two values. So, the number of output classes is 

2. As for the number of hidden layers, due to the small size of the data set, the number of input features is only 5. In 

addition, the number of hidden layers is directly set to 1. Such a setting can also improve the training efficiency to a 

certain extent. 

There are many schemes to determine the number of neurons in the hidden layer, and most of them follow the 

empirical rule. So, it is better to consider the number of neurons in the hidden layer as a variable. Its domain will be 

discussed later in the next section. 

Activation function. 

There is not too much selection of activation function in RNN type neural network. Compared with the ‘relu’ series 

activation function, I chose ‘tanh’ activation function because the ‘relu’ series activation function requires high learning 

rate control. With ‘tanh’ activation function, the only thing we need to pay attention to is the offset caused by the fact 
that the activation function is not symmetrical about the center of the zero point. In this study, we do not need to focus 

on the problem of gradient disappearance which may cause by ‘tanh’ activation function in other cases, because the 

number of epochs and hidden layers are very small. Before the gradient disappears, the neural network will be trained or 

overfitting. Due to the purpose of this study, it is not necessary to find the extreme optimal solution. So, the ‘tanh’ 

activation function is appropriate. 

Loss function. 

The choice of the loss function is ‘crossEntropyLoss’, because for binary problems, cross entropy loss function is 

available.  

2.2 Neural Network Construction with Result-Related variables 

Number of hidden neurons. 

When the number of input features, output classes and hidden layers are fixed, we can discuss the number of hidden 

neurons. Because there are many empirical rules to determine the number of hidden neurons, the number is not easy to 

determine. It is better to set the number of hidden neurons as variables and determine the range to construct different 

neural networks. We can set the lower limit of interval as the number of input features. Since the number of input 

features does not contain each other, at least corresponding or more hidden layer neurons are needed to train. For the 

upper limit of interval, we do not need to determine it. What we should do is increasing the number by 1 every time and 
comparing the performance of neural networks. If the performance converged the suitable hidden neuron number can be 

found. 

Learning rate, epoch, weight decay. 



The reason why these three variables are put together is that they all play a role in judging overfitting and local 

minimum value. Starting with local minimum value, without the simulated annealing algorithm, if we want to jump out 

of the local minimum, we can adjust the training parameters of the neural network. We can also use the random gradient 

descent method, but this method will be left in the optimizer section to explain. For the adjustment of training 

parameters, these three parameters have the higher degree of freedom than others. So, we need to try different 

combinations of these three parameters. To the overfitting, the experimental strategy is to set the weight decay to 0 first, 

that means the L2 regularization is not used temporarily. After the combination of learning rate and epoch reach the best 

(a low enough loss) and the neural network will be overfitting. Now we could increase weight decay to avoid overfitting 
and get the result. 

Optimizer. 

In terms of optimizer, Adam is the first choice in terms of universality and performance. Considering that the model 

may fall into the local optimal solution, the neural network may need an SGD optimizer to help the model get rid of the 

local optimal solution. So, the optimizer selection range is {Adam, SGD}. 

2.3 Evaluating Methods 

The evaluation part of neural network mainly consists of two parts: network performance evaluation and rationality 

evaluation. To evaluate the performance of the neural networks built for classification, accuracy is a key factor. Because 

the accuracy directly represents the ability to solve problems 

The rationality evaluation partially relies on accuracy. The ideal situation is that the accuracy of training set and test 

set is very close when they converge, and the trend of loss is the same. If there is a big difference between the accuracy 

of training set and test set, it can be divided into the following two situations:  

• When the accuracy of the test set is far greater than that of the training set, it is impossible to explain with common 

sense, so it is necessary to check the code and check the cause of the error.  

• When the training set accuracy is much higher than the test set, first check the overfitting problem, then check the 

code. 

The loss changes of test set and training set can be summarized into four categories: 

• If the loss of test set and training set increases at the same time, the neural network fails, and the code needs to be 

checked. 

• If the loss of test set and training set decreases at the same time, the initial judgment of training is normal, which 

needs to be judged according to the specific situation. 

• If the loss of the test set increases and the loss of the training set decreases, the neural network may over fit, and 

further observation and parameter adjustment are needed. 

• If the loss of the test set decreases, the loss of the training set increases, and the neural network fails. First, we need 

to check whether the training set and the test set are confused. 

2.4 Simple Experimental Process 

The core idea of the experiment is to find a reasonable and accurate RNN type neural network model. So, parameter 

adjustment is also based on the evaluation method. The order of finding the optimal value of variables is determined. 

For all three neural networks, the priority is to find the number of hidden neurons. The optimizer needs to be decided 

later. Based on the decision of the optimizer, the accuracy of the model can be determined by the learning rate, the 

exploration of epoch and weight deck. If there is an accident in the middle of the experiment, there will be a simple 

discussion about whether to analyze the accident. If necessary, a new method may be inserted for further research. 

The phased results will be presented according to the necessity of the conclusion description, and the process data 

will not appear in the next results and discussion section. 

3 Result and Discussion 

The Result and Discussion section will focus on the staged results of the three neural networks and the discussion based 

on the results. 

3.1 RNN 

Hidden neuron number. 

To find the number of hidden neurons suitable for RNN, we need to set the initial value of other variables for 

comparison. Other variables are set as follows. Learning rate equals to 0.001, epoch equals to 1000, weight decay 

equals to 0.001, optimizer is Adam. So, we could get the result in Table.3 



 

Table. 3. The average accuracy records with different number of hidden neurons for RNN. All the accuracy records are the 

approximate mean value over 20 times running. The value settings of other variables are the same for every time training. 

When the number of hidden neurons is 9, the accuracy of training set and test set has reached the peak. So, the number 

of hidden neurons is determined to 9. 

Optimizer. 

When selecting the optimizer, the loss function image needs to be referenced. However, due to the small data set, 

the loss function image of the test set is usually irregular, so it is often unable to judge the universality of the 

training results. Moreover, in many cases, because the test set is not extensive, the neural network will have a 

overfitting phenomenon at the beginning of training. Therefore, under the premise of k-fold cross validation, when 

the loss of test set is increasing or keeping stable from beginning in any fold, the fold cannot be recorded as an 

effective training. The final training results will be calculated from the rest of the normal training results. For 

example, Fig.1: 

 

Fig. 1. This is a change process of RNN loss by training with 5-fold cross validation. The blue scatter is the loss of training set and 

the red scatter is the loss of test set. The Y axis records the loss values which are in the range of 0.5 (bottom) to 0.90 (top), and X axis 

records number of epochs. The epoch number of each training is 800. So, the domain of X is [1, 4000]. The learning rate is 0.001, the 

weight decay is 0.01, and the selected optimizer is Adam. 

After RNN training with Adam optimizer, the accuracies of training set and test set are 72.039% and 65.201%. In the 

third and fourth training, there is obviously overfitting phenomenon, so the results of these two times should be 

discarded. The accuracy of RNN training set and test set was 70.973% and 68.905% after the two results were omitted, 

which is also an acceptable performance. Obviously, it is more reasonable to ignore the overfitting to calculate the 

accuracy, and this also helps to evaluate the bias between the training set and the general test set. 

If the SGD optimizer is selected for training, although there will not be much overfitting phenomenon, other problems 

in trained RNN with SGD optimizer will occur (see Figure 2). 



 

Fig. 2. This is a change process of RNN loss by training with 5-fold cross validation. The blue scatter is the loss of training set and 

the red scatter is the loss of test set. The Y axis records the loss values which are in the range of 0.55 (bottom) to 1.00 (theoretical 

top), and X axis records number of epochs. The epoch number of each training is 10000. So, the domain of X is [1, 50000]. The 

learning rate is 0.001, the weight decay is 0.001, and the selected optimizer is GSD. 

Although the loss curve in Figure 2 is not so bad, it can be observed that the number of epochs is large enough to make 

RNN jump out of the local minimum. However, no matter how RNN is trained, the loss difference between training set 

and testing set will only increase with the deepening of training. In Figure 2, the accuracy of the training set is 70.656%, 

while the accuracy of the test set is 63.635%. Compared with the result of full-connected 3-layer neural network in the 

preliminary experiment, GSD optimizer performs worse in the multiple RNN training of current experiment. So, GSD 

seems not suitable for RNN, and the optimizer of RNN is chose as Adam. 

Learning rate, weight decay, epoch. 

Because the total amount of data set is too small, it is difficult to find a always perfect parameter combination in RNN 

for each repeated experiment. As the final purpose of the experiment is to test the suitability of RNN network for the 

relationship between human eye reading behavior and the ability to recognize manipulated pictures, the measurement 
method can be changed as follows. When the number of epochs is enough to make RNN overfit, the minimum value of 

learning rate in the general initial range is selected, so the learning rate is 0.001. Set the weight decay to 0 for testing. If 

the neural network does not show acceptable performance before RNN overfitting, increase the value of weight decay 

until acceptable performance appears. If the value of weight decay is too large to make RNN quickly overfit and there is 

not any good performance, then RNN is not suitable for the current experiment. 

The experimental results are as follows: 

• When weight decay = 0, the reasonable performance appears in 600-1200 epoch, otherwise it will never occur. 

• When weight decay = 0.0001, there are three types of performance. The case 1 is directly overfitting, the case 2 is the 

best performance in the whole process, and the case 3 is the accuracy gap between testing set and training set is 

always maintained at 8% - 10%. The probability of the three situations is almost the same 

• When weight decay = 0.001, the probabilities of case 1 and case 2 were increasing. The probability of case 2 is 47% 

• When weight decay = 0.01, the probabilities case 2 were decreasing. So, the testing should be stopped 

In all acceptable RNN performances, the accuracy of training set is between 70% and 72%, with the accuracy of testing 

set is within plus or minus 5% of accuracy to training set. All the features above are gathered by observing the accuracy 

changing in training process 20 times. Because of the 5-fold cross validation, the observed neural networks are 100. 

Then, here is a part of the original data in Table.4 to show the process of observing. 

 

Table. 4. This is a part of original data used in finding the acceptable performance. The loss value and the accuracy are belonging to 

the training set with the epoch in the front. The test accuracy is belonging to the testing set tested by the under-training neural. 

After training, RNN can also meet the standards in the preliminary study [7]. But for the problem that can be solved by 

general neural network, it is unnecessary to use RNN. So, the conclusion is that although RNN is a kind of neural 

network that can be used, there will be simpler neural network construction for the same problem, so RNN is not 
suitable for the current problem. 



3.2 LSTM 

The study of LSTM will follow the process of RNN study. If there is no special case, the whole process will not repeat 

large paragraphs from previous section of RNN. 

Hidden neuron number. 
With the same setting, learning rate is 0.001, epoch is 1000 and weight decay is 0.001. The results in Table.5 are also 

approximate mean values over 20 times experiments. 

 

Table. 5. The average accuracy records with different number of hidden neurons for LSTM. All the accuracy records are the 

approximate mean value over 20 times running. The value settings of other variables are the same for every time training. 

There is also the peak we can follow, which the hidden neurons number is 11. However, the gaps between training 

accuracy and testing accuracy is larger than the gaps from RNN.  

Optimizer. 

The simulation with Adam is basically the same as what the result is in RNN, except that in the interval between 

training set and testing set. The gaps in LSTM is generally larger than the gaps in RNN. 

To the GSD optimizer, in the process of judging whether the GSD optimizer is suitable (see Table.6), we found that the 

performance of the model in accuracy has reached the required level, while the parameters still have room for adjusting, 
which the current parameters setting are in the formula (1). 

                                             parameter setting = {lr = 0.001, wd = 0.00001, ep = 30000}                                          (1)                                                   

Where the lr is learning rate, wd is weight decay, ep is epoch. 

 

Table. 6. This is a part of original data used in judging the optimizer. The loss value and the accuracy are belonging to the training set 

with the epoch in the front. The test accuracy is belonging to the testing set tested by the under-training neural.  

So, the LSTM is suitable for using in studying the purpose. However, it takes a lot of time to train LSTM with current 

parameters, further parameter optimization may be needed, but it is sure to be effective. 

3.3 BiRNN 

In the cited paper [7] it is mentioned that in the current problem of neural network model training, BiRNN does not 

perform well because the accuracy distance between the testing set and the training set is too large. However, there is 

not any data to prove it. So, with the concept of ‘bidirectional’ [5] this part mainly uses data to observe the performance 

of BiRNN. 

Hidden neuron number. 

The method to judge the number of hidden neurons is not different with the methods we used in previous two sections. 

There is also a peak in Table.7 at the number of hidden neurons is 10. When it comes to 11, although the training 

accuracy is increasing, the testing accuracy starts to decrease. So, the number of hidden neurons should be 10. 

 



Table. 7 The average accuracy records with different number of hidden neurons for LSTM. All the accuracy records are the 

approximate mean value over 20 times running. The value settings of other variables are the same for every time training. 

Optimizer. 

In the same way as LSTM and with the same parameter settings, we can directly find the condition that the training 

accuracy of BiRNN exceeds 70% in Table.8. 

 

Table. 8. This is a part of original data used in judging the optimizer. The loss value and the accuracy are belonging to the training set 

with the epoch in the front. The test accuracy is belonging to the testing set tested by the under-training neural.  

And the training results (see Table.9) also show that the training is successful, because the testing accuracy is also in an 

acceptable range. Although the parameters still need to be adjusted, the results show that BiRNN can be used in this 

study. BiRNN training is faster than STLM, so it can meet the conditions earlier in around 10000 epoch in Table.8. 

 

Table. 9. This is a table of confusion matrixes for training set and testing set. The accuracies of both sets are given.  

4 Conclusion 

In the experiment, we constructed RNN, LSTM and BiRNN to determine whether RNN neural network is helpful for 

analyzing the relationship between human eye reading behavior and the ability to recognize manipulated pictures. For 

the dataset from Sabrina Caldwell’s experiment [4], RNN is able to use, but due to the limitation of data set, it is not 

very clear about the universality. Therefore, for the purpose of this paper, RNN type neural network is worth using. But 

for small data sets, we need to ensure the stability of the results when we use them. In general, BiRNN has better 

performance than the other two neural networks because of its convergence efficiency and stability. 

In future study, we still need to explore the neural network model with higher accuracy. At the same time, it is important 

for us to collect data from the investigation, not other’s experiment. Trying to figure out more input features and is also 

way to build a high accuracy model. Here is a more advanced research paper [2] realize the recognition of the 
manipulated image, which can be used as a reference for future research in this field. 
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