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Abstract. Human’s conscious and subconscious visual cognition often reveals much more information than
people ever imagined. As such, in order to understand and analyse human cognition signals, we are going to
evaluate the performance of the network model which is trained by genetic algorithm. A series of experimental
comparison were performed to analyse the performance of various genetic algorithm settings under different
choices of generation gap methods, crossover methods, selection methods and mutation methods. In addition to
this, we also evaluate the performance of the distinctiveness pruning technique. We tested on the performance
of various cases including swapping the order of pruning and setting different threshold value etc.
Our research showed that the predictor trained by genetic algorithm could achieve an testing accuracy of
70.76%, which is higher than the human recognition accuracy (56.0% stated by the experiment run by Sabrina
Caldwell (1)). Moreover, the accuracy of the model trained by genetic algorithm is also 7.25% higher than the
model trained by back-propagation technique before applying any pruning techniques. The resulting neural
network predictor yield not only higher performance than human prediction, but it also demonstrates a huge
potential of utilising human physiological signal in area of prediction task.

Keywords: Visual Cognition Signal · Multilayer Perceptron · Experimental Comparison · Genetic Algorithm
· Distinctiveness Pruning.

1 Introduction

1.1 Background

Today people encounter more and more manipulated images on the online social media. Compared to the traditional
analogue photography, manipulation of digital photography requires less skill. People can easily modify digital
photography by using computer apps like Photoshop or Instagram. Rather than checking the metadata of the
image, people are often required to use their eyes to spot fake images.

1.2 Motivation

From the experiment run by Sabrina Caldwell, human can only achieve 56.0% accuracy of identifying image manip-
ulation. Accuracy was even lower if participants were not familiar with image manipulation techniques. (2) Human’s
conscious and subconscious visual cognition signals often reveal much more information than we think. Therefore,
one would be wondering whether we could input the eye gaze data directly into a machine learning model and
predict the image manipulation with higher accuracy than human’s judgement. There are some similar projects
that used human physiological signals to predict the target. One of ANU colleague Lu Chen used human’s pupillary
response to predict whether the participants is looking at genuine or fake angry face. (3) A similar project that
was conducted by another colleague Hossian used perceiver’s physiological signals to classify genuine smiles (10).
However, those projects were mainly focusing on predicting emotional information and few projects were using
physiological signal to predict a more general target.

In the previous experiment the model is trained by back-propagation technique. However, one of the major
drawback of back propagation was that, the gradient might get stuck at local minima and thereby failing to
improve the performance even further. (13). In contrast, a genetic algorithm is able to approximate the global
optimal weights when training the MLP network. (13)

1.3 Project Scope

A 3 layer Multilayer Perceptron neural network, trained by genetic algorithm, was constructed to recognise image
manipulation and a progressive experimental comparison study is conducted so as to obtain optimised configuration
for the genetic algorithm model.

Furthermore, we implemented distinctiveness pruning technique and explored whether the pruning could enhance
the model performance.
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2 Method

2.1 Data Profiling and pre-processing

Table 1: Number of images groupby manipulation
and choice of image

Image manipulated Image No.

0

10 39
11 37
12 38
13 38
14 37

1

10 37
11 38
12 38
13 36
14 34

The dataset used for this experiment is collected from exper-
iment run by Sabrina Caldwell (1). The experiment recorded
the eye gaze data when participants were recognising whether
the images that were presented to them were manipulated.
The eye gaze data in the dataset consists of the number and
duration of visual fixation of the participants as well as the
number and duration of fixation by the participants when
looking at the target manipulation region. The dataset also
stored the code No. of the image the participants looking at.
The dataset contained two types of output data. The first
one is the binary data that indicates whether the partici-
pants are viewing a manipulated version of the image or not.
The second one are participants’ subjective opinions about
if the image presented was manipulated. In our project we
only received a part of data from the experiment. The data
we have only recorded the observations of 5 images.

Data profiling is necessary when we want to explore the
characteristics of the data and also prove the investigations
claimed by Sabrina Caldwell (1). (e.g. checking if the data is balanced.(See Table. 1))

The discovery from Sabrina Caldwell (1) (2) and the Table. 2 showed that the accuracy of the participants
varies significantly for different images. It indicates that the images would also be a significant feature that helps
to predict the image manipulation. Thus the image number can be used as input feature of the neural network.

Table 2: Accuracy of identify image manipulation for different image
Image No. Accuracy for manipulated image Accuracy for unmanipulated image

10 76.92% 24.32%
11 81.08% 55.26%
12 44.74% 68.42%
13 78.95% 52.78%
14 75.68% 35.29%

There are concerns about if using image number as input could cause over-fitting problem, given the fact
that only 5 different images were provided in the dataset. Nevertheless, it is worth mentioning that based on the
observation that different images resulted in significantly different value of eye gaze data, the model that uses only
the eye gaze dataset would still implicitly over-fits those 5 image as the eye gaze value is highly dependent on image
we chose.

It is necessary to provide a justification for considering image number as input of the model. According to the
research, human focus on salient features of an image to discern its meaning (17) (11). Meanwhile, Sabrina Caldwell
also found out that human’s recognition of image manipulation is affected by how features of an image are presented.
The more prominent features of an image would prevent human from identifying less obvious manipulations. (1). It
indicates that having different eye gaze and different accuracy for different images is because those 5 images have
different salient features. Therefore, the image number can be used as category number that represents different
image class categories based on how their salient features.

We also applied z-score standardisation to the input features. Standardisation allows to re-scale the solution
space and thereby increasing the efficiency of the training process. (9).

The cross validation technique for this experiment is that the dataset is separated into three sets, called the
training set, validation set and the testing set, with the ratio of 6:2:2. The model is trained using training set only
and then we evaluate the generalisation performance of the model using the validation dataset. One problem with
this method is that the model will end up being over-fitting to the training dataset. Nevertheless, Fig. 2b in the
later section 3.1 shows that there is a turning point (around 400th generation) where the training accuracy of the
best individual in the population of the genetic algorithm continue to increase while the validation accuracy started
to drop. Therefore, we implement Early stopping techniques to achieve a better generalisation performance. The
value of model’s training and validation accuracy is recorded for every certain number of epochs. A heuristic that
is inspired by fisher’s linear discriminant is considered:

“Maximise the sum of both the training accuracy and validation accuracy but at the same time minimise the
difference of two accuracy”

In that case, we are going to choose the weight and bias parameters that maximise the criterion:

criterion =
accuracytrain + accuracyvalidation

max(1, (accuracytrain − accuracyvalidation)2)
(1)
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2.2 MLP network model and configuration

Presets Value

size of 1st hidden layer 40
size of 2nd hidden layer 20

activation function LeakyReLU
adding dropout layer False

Table 3: Optimised Hyper-parameters

A 3 layered MLP with Softmax Function on the output layer
is used for this experiment. 3 layers is adequate for the classi-
fication problem because a 3 layered Neural Network is able
to form arbitrarily complex decision regions. (12). Based on
the previous experiment, the configuration of the MLP model
is shown in Table. 3.

The number of neurons in the hidden layers was deliber-
ately set to be large so that later we are able to apply the
pruning technique on the redundant neurons. In fact, the op-
timal number of hidden neurons is dependent on different
tasks. Often we are required to use brutal force to search for
the optimal number. As such, Gedeon and Harris suggested
to set the number of hidden neurons large when training the model and then remove the redundant neurons at the
later stage. (6)

A standard ReLU function is computationally efficient and does not have vanishing gradient problem. However,
when inputs approaches to zero or become negative, the model will not learn because the gradient for the non-
positive value are 0. As such, we use Leaky ReLU that helps to prevent dying ReLU problem by adding gradient
to the non-positive values. (18) However, for this experiment the vanishing gradient problem does not really
matter because we used genetic algorithm to train the model. ReLU function is chosen simply because it is more
computationally efficient than Sigmoid function.

Dropout layer is not required when the model is trained by genetic algorithm because Dropout technique only
makes sense when the model is trained using back-propagation. (15)

2.3 Genetic Algorithm Configurations and Implementation

In this experiment we use genetic algorithm instead of back-propagation algorithm to train the model. The main
idea of genetic algorithm is that individual candidates with higher fitness value have more chance of reproducing
their offspring and pass their good traits to the next generation. With crossover and mutation mechanism, the model
is able to explore more solution space. In this sense, the genetic algorithm is a stochastic search for an optimal
solution to a given problem. (4) The detailed procedure of genetic algorithm is described in Fig. 1

Fig. 1: Genetic Algorithm Flow Chart

Presets Value

Population Size 100
Crossover Rate 0.8
Mutation Rate 0.002

Number of Generation 2000
Parent Size Sexual

Parameter Boundary (-5,5)
Fitness -cross entropy

Table 4: Suggested GA Hyper-parameters

The suggested hyper-parameters for the genetic algorithm
is shown in Table. 4. The settings is constructed based on sim-
ple testing and heuristic. For instance, the parameter bound-
ary is obtained from observing the parameters value range of
the back-propagation model trained in the previous exper-
iment. The value range of the parameters of the previous
model is within -3 to +3. Thus, it is safe to set the bound-
ary by extending the original range a bit. Similarly, popu-
lation size is set based on the computation strength of the
researchers’ device. Generally, a smaller size of the popula-
tion will limit the model to explore more solution space while
a larger size of population will take longer time to train the
model. In addition, we set the number of generation for train-
ing larger enough (i.e. 2000) so that we can monitor the trend
of loss and accuracy of the model nicely. In this experiment
the negated value of cross entropy loss is used to be the fitness value of the candidates so that the candidate networks
which have lower cross entropy loss has higher chance to survive at the end of the optimisation process.

Different generation gap method, selection method, crossover method and mutation method are tested. Those
were:
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1. Generation Gap Method
(a) Generational genetic Algorithm: Replace all parents after one generation.
(b) Replace worst steady state genetic algorithm: immediately swap the offspring with the worst individ-

uals in the current population.
2. Selection Method

(a) Tournament selection: Sample a certain number of individuals from the current population as tour-
nament group and then select the best individual from this group.

(b) Proportional selection: A probability distribution proportional to the fitness score of the population
is generated and the parents are sampled by the distribution.

3. Crossover Method
(a) Arithmetic crossover: recombine the parent’s genes with a random ratio.
(b) Linear combination: generate 3 children in which the genes are x

′

1 = 0.5 × x1 + 0.5 × x2, x
′

2 =
1.5×x1 − 0.5×x2, x

′

3 = −0.5×x1 + 1.5×x2 respectively. After that select best two based on fitness
score as offspring.

4. Mutation Method
(a) Static mutation: based on the given mutation rate, each parameter of the candidate network has the

equal chance of being mutated to a random number that is within the limited range.
(b) Dynamic mutation: decrease the mutation rate as the iteration of generation increases.

The model is trained using different combination of those methods. The method candidates are selected based
on the knowledge of whether these methods can fit to the neural network model. For example, we select Arithmetic
crossover and Linear combination method because these two methods are suitable for neural network training. First
of all, parameters in neural network is represented by floating number, thus we need to use crossover methods
that deal with floating number representation. Secondly, researchers claim that using typical crossover method
such as one point crossover or uniform crossover in training neural network will disrupt the functionality of neural
network (16). More discussion will be in ”Results and Discussion” Section.

2.4 Distinctiveness Pruning

Neural networks models often require a significant amount of computing, memory and power as the number of
hidden layers increases. In modern deep learning models, an accurate ResNet152 model will require 1.5 weeks
to train. (14) This hence limits the productivity of the researchers. Rather than pruning based on the neurons
contribution, Gedeon and Harris proposed a simple and computationally cheap distinctiveness pruning method. (6)
Distinctiveness pruning is to remove neurons that is similar or complementary to others. The distinctiveness of two
selected neurons is measured by the cosine similarity of the neuron’s output activation vector over the batch input
dataset. In this experiment we investigated the effect of distinctiveness pruning technique on the performance of
the model. Below is the detailed steps in obtaining the redundant hidden neurons:

1. Obtain the activation matrix of the hidden layer by inputting the batch training dataset. Each vectors
in the activation matrix represented the functionality of the hidden unit in the pattern space.

2. Normalise the activation matrix so that different vectors can be compared under the same domain.
3. Calculate the cosine similarity for each neuron pair. After that we obtain the angle value between each

activation vector.
4. Compared the angle with the angle threshold. If the angle between the two vectors was smaller than

threshold (e.g. 15 ◦), then these two hidden units were said to have similar behaviour, one of them was
removed.

5. Practically, we need to decide the order of pruning if we have more than one hidden layer.

In this section the optimal model obtained from the previous section is selected for the pruning experiment. We
applied the distinctiveness pruning to both of the hidden layers and progressively removed the redundant neurons
of the hidden layer until all neurons in the layer were distinctive from each other (degree larger than 15◦).

In the original experiment run by Gedeon and Harris (5), the tested network is a Auto-associative network,
which only had one single hidden layer. However, in this experiment, the neural network for recognising image
manipulation task contained two hidden layers and thus, the pruning order matters. In this experiment we pruned
the layer one after the other. We have two choices of pruning order: pruning the first hidden layer first and then
the second hidden layer versus the other way round. We tested on both cases and investigated how the order of
pruning would impact on the performance of the network.

Increasing the degree threshold allows to compress the network furthermore. If the threshold value is set very
high, we might remove neurons that has distinctive functionality. In this experiment we also tested 30◦pruning
threshold. Also in order to avoid under-fitting, we further trained the model using back-propagation algorithm for
a certain epoch number after the removal of a distinctive neuron. Genetic algorithm cannot be implemented here
because the population data is not stored at this stage.
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3 Results and Discussion

3.1 Performance compared to model trained by SGD

Figure. 2 shows the training and validation accuracy comparison between the optimal model trained by back-
propagation algorithm in the previous experiment and the optimal model trained by genetic algorithm at this time.
By using the early stopping technique and heuristic selection, the best model for both back-propagation method
and genetic algorithm method is shown in the Table. 5

Table 5: Performance Comparison Betweeb Backprop and GA
Type Training Accuracy Validation Accuracy Testing Accuracy

Backpropagation 75.42 76.67 63.51

Genetic algorithm 67.51 68.33 70.67

According to the result, both models have the similar training and validation accuracy trend during training
while the model that uses genetic algorithm optimising technique is able to obtain a higher testing accuracy than
the back-propagation model(i.e. 70.67 % vs 63.51 %). It shows that the model which is trained by genetic algorithm
could obtain a higher generalisation ability. In other words, the result shows that the genetic algorithm model was
not strongly affect by the overfitting problem. In contrast, although backpropagation model is able to achieve higher
training and validation accuracy in the training process, the model is strongly overfited to the training data and
thereby generating a relatively low generalisation performance. This were probably because compared to the back-
propagation, the genetic algorithm is a global search technique. Thus, the probability of finding a global optimum
greatly increases. (7) Meanwhile, back-propagation uses gradient descent technique, which could get stuck in the
local minima. (8)
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(a) Accuracy Graph of optimal model trained by back-
propagation
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(b) Accuracy Graph of optimal model trained by genetic algo-
rithm

Fig. 2: performance comparison between optimal model trained by different optimising technique

3.2 Performance comparison of different genetic algorithm settings

As shown in Table. 6, all of the genetic algorithm settings result in accuracy higher than human recognition accuracy
(56.0%). The best three settings is coloured in the table. From the result it is shown that ”Replace Worst” method
generally generates higher accuracy than the ”Generational Genetic Algorithm”. The reason might be because first
of all, based on the coding rule, we should avoid adding unnecessary traits into the model. In our case, the training
process of the task model has no relation to the idea of generational evolution (i.e. there is no generation concept
for this task). Thus generational genetic algorithm is unrepresentative for this task. Secondly, it might be because
generational genetic algorithm generate a more diverse population than the replace worst algorithm, thus it would
take longer time to find the optimal solution.

Dynamic mutation method is meant to have a larger mutation rate in the earlier stage, so that the model
is able to explore more solution space. Meanwhile in the later stage, the mutation rate will be very small so
that the model is able to focus on exploiting the optimal solution under the searched space. This is also called
”Exploration and Exploitation trade off”. However, in our experiment we see that the models that use dynamic
mutation method generally perform worse than the models using static mutation method. This were probably
because in our experiment the dynamic mutation rate is set to be decreasing exponentially over time. Thus, it is
highly possible that the exploration ability of the model become inactive in a early stage, thereby preventing the
model from reaching the global optimal result.

There is no significant performance difference between the arithmetic crossover and linear combination method.
Generally, arithmetic crossover generates more diverse offspring than linear combination because it recombines the
parents parameters by a random ratio and thus there is no guarantee that the offspring will inherit the good traits
from its parents. In fact, researchers claim that using typical crossover method such as one point crossover or
uniform crossover in training neural network will disrupt the functionality of neural network (16). Based on the
knowledge of the neural network, neurons in successive layers are strongly interconnected. For instance, in transfer
learning, cutting the the neural network in the middle and connect to another pre-trained model without further
training will decrease the performance. Thus, crossover method will definitely break the interconnection between
different neurons. In addition, there is no univocal genotypic representation for the neural network solutions, for
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example, we can swap the neurons in the same layer of the neural network without changing the functionality at
all. The permutation problem is likely to make crossover inefficient, and disruptive on nearly optimal solutions.

The result also shows that this task has no significant bias on either tournament selection method or proportional
selection method. We can see that the average accuracy of using each method are very close to each other. (i.e.72.09%
and 73.36% respectively)

Table 6: Performance of Network trained by GA with different settings
Generation
Gap

Selection
Method

Crossover
Method

Mutation
Method

Accuracy

No. Generational
Gentic Alg

Replace
Worst

Tournament Proportional
Arithmetic
Crossover

Linear
Combination

Static Dynamic train test

1 x x x x 69.02% 70.67%

2 x x x x 69.02% 70.67%

3 x x x x 71.04% 72.00%

4 x x x x 69.70% 70.67%

5 x x x x 68.69% 70.67%

6 x x x x 67.34% 68.00%

7 x x x x 71.72% 73.33%

8 x x x x 72.39% 72.00%

9 x x x x 76.09% 74.67%

10 x x x x 75.08% 73.33%

11 x x x x 69.36% 69.33%

12 x x x x 77.44% 78.67%

13 x x x x 77.44% 76.00%

14 x x x x 75.42% 76.00%

15 x x x x 79.12% 78.67%

16 x x x x 74.75% 74.67%

3.3 Analysis of Distinctiveness Pruning Effect

Hyper-parameter Value

degree threshold 15.0◦

Which first to be pruned 1st hidden layer
No. of epochs for further training 50

Table 7: First try for pruning

We applied pruning technique to the model. The setting
for the first try is shown in Table. 7. Since the first try
only considered neurons which the smallest angle are within
15◦, we do not further train the model. Nevertheless, back-
propagation technique is used for further training instead
of genetic algorithm. It is because genetic algorithm is a
continuous optimising process. At this stage the population
database of the genetic algorithm was not stored and thus
further training on genetic algorithm cannot be implemented.

As shown in Figure. 3, the loss value is almost unchanged
for the first 7 neurons. As we further removed 8th neuron and
so on, the loss value significantly increased. There is no significant improvement for the generalisation ability of
the network. As shown in the graph, the testing accuracy of the pruned model did not increase. This observation
is different compared to the model that is trained using back-propagation. In our previous experiment, the model
trained by back-propagation could increase its testing accuracy after distinctiveness pruning. One of the reason could
be that since genetic algorithm is a global search technique, the parameters of the model have already reached their
global minima. Therefore, there is no more space for the model to increases its generalisation performance. In fact,
the testing accuracy of the genetic algorithm model has already reached quite high even before the pruning process.
Overall, the distinctiveness pruning helps to remove redundant hidden units while maintaining the prediction
performance of the model.
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Fig. 3: Loss and Accuracy Graph for the first try of the pruning

3.4 Order of Pruning

Figure.4 shows the performance when we let the second hidden layer to be pruned first. As we can see, the total
number of neurons that are removed for the second hidden layer is 7 while the accuracy significantly decrease when
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we removed the 4th neuron in the second hidden layer. This means that the 4th neuron is supposed to be redundant
but at the same time removing it causes a huge drop on the performance. This results from either inconsistency
of representing the distinctiveness of the neuron’s functionality by cosine similarity (which means the Godeon and
Harris’ distinctiveness pruning technique has serious fault) or from the fact that neurons between two layers are
interconnected strongly such that removing the the neurons that seems redundant in the second layer would disable
the functionality of the significant neurons that are connected in the previous layer.
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(a) Accuracy when second hidden layer is pruned first

0 1 2 3 4 5 6
Pruning step

0

2

4

6

8

10

12

14

Mi
nim

um
 an

gle
 of

 ne
ur
on

 ac
tiv

ati
on

 ve
cto

r Minimum angle hidden 2 first with degree 15.0 threshold
minimum angles for h1
minimum angles for h2

(b) Smallest angle of the removed neuron

Fig. 4: Accuracy and Angle graph for pruning experiments that swap the order of pruning

3.5 Threshold for Pruning

When removing neurons which the smallest degree is larger than 15◦, we need to further train the model so as to
avoid underfitting. In the experiment we change the threshold degree value up to 30◦and then set the number of
epochs for further training to be 50. As mentioned above, genetic algorithm cannot be used here due to the lack
of the population data of the original genetic algorithm. As shown in Figure. 5, the model is able to maintain its
performance after removing 15 numbers of neuron.
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Fig. 5: Loss and Accuracy graph for pruning experiments that increase the threshold

Nonetheless, there is descending trend as the number of removed neurons increases. Increasing the number of
training epochs would produce a very interesting phenomenon, as shown in Figure. 6. The result shows the training
accuracy for this test could achieve above 90%, which is a very incredible performance and can never be obtained
from the original non-pruned network. We can also see that the training accuracy increases and testing accuracy
decreases when we remove about first 20 neurons. This is because a very large training epoch for back-propagation
algorithm would definitely cause the overfitting of the model. However, from the removal of 21st neuron to the
23rd neuron, the training accuracy dropped and the testing accuracy restored. This were probably because after
removing 20 neurons, all the first layer neurons is gone and network now become a single hidden layer network. As
such the network will re-construct all its internal features and thereby restoring the generalisation ability.
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(a) Accuracy when threshold changes to 30, with epoch 2000
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Fig. 6: Accuracy and Angle of removed neurons graph for pruning experiments that has a high epoch number

4 Conclusion

In this experiment we successfully demonstrate that a 3 Layer Multilayer Perceptron model that is trained by genetic
algorithm is capable of predicting image manipulation. The result also shows that the model that is trained by genetic
algorithm could obtain a higher generalisation performance than the model that is trained by back-propagation,
though this advantage is gone when we applied pruning technique. Our experiment shows that the pruning technique
is useful to shrink the model size without losing too much prediction performance. However, compared to the model
that is trained by back-propagation, the generalisation performance of the genetic algorithm model did not improve
during the pruning process. The final model’s could achieve a high accuracy: 70.76%, which is much more accurate
than the human’s recognition (56%) as well as the model using back-propagation technique.

5 Future Work

5.1 Rationale behind the result

There is lack of the rationale behind the success of our model. More diverse dataset are needed to further discover
the reason behind it. For example, we might want to see whether we can use the eye gaze data when people are not
informed to identify image manipulation to predict the result.

5.2 Salient feature of image as input

In this experiment we treat image number as a representation of the salient feature of the image and successfully
increase the performance. In the future work we could record the real salient feature of image as input and test
whether this is indeed helpful in predicting the image manipulation. More images from different categories may be
required so as to avoid overfitting.

5.3 Further investigation of the impact of pruning order

In this experiment we found out that pruning the later hidden layers first could achieve a better result. But the
rationale behind it is still lacking. Also, in this experiment we only pruned the hidden layer one after each. In the
future we might want to see the performance of other combination of the pruning order. For example, we can remove
one neuron for each hidden layer each time instead of pruning the whole hidden layer before moving to the next
one.
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