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Abstract. In this paper I have presented a comparison of the perfor-
mances of different classification methods for the task of classifying fa-
cial emotions given a 5-dimensional principal component reduction of
the local phase quantization and Pyramid of Histogram of Orientation
Gradients. These results were then compared to results obtained and
presented in a paper on static facial expression analysis, with a compar-
ison being made to the methods used within that paper.[1] It was found
that a decision tree based method was better at dealing with overfitting
than a deep neural network.
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1 Introduction

For this project I chose to use the faces-emotion dataset, which comprises of
labels for 7 different emotions as well as the compressed representations of the
local phase quantization and Pyramid of Histogram of Orientation Gradients of
675 images of faces. This dataset seemed like it would be an easy dataset to train
for, as I imagined the 7 emotions used to be fairly easily distinguishable at a
glance. I therefore chose to use this dataset because I was interested in observing
the differences in difficulty for classifying a visual image using your eyes vs the
difficulty of classifying an image using the purely numeric representations of the
image. From this dataset I attempted to create a model which would correctly
classify the emotion shown when given an image of a face as an input. The model
was trained using a training set comprised of 50.5% of the overall dataset, with
a random state of 4 used for splitting the training and testing data from the
original dataset. When training this neural network, I initially used the principal
components of the LPQ and the PHOG for features but neglected to use the
name of the image source as a feature. This resulted in relatively low training
accuracy, with a higher training accuracy being reached when also using the
image source name as a feature. This led me to believe that there might be some
type of distinctness in the classification of an emotion depending on the person
whose face is being analysed. This makes some sense as different facial structures
should affect the LPQ and PHOG differently.
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1.1 Problem Description

The problem of emotion recognition within the field of computer science is an
important topic to consider. During human interactions the ability to discern the
emotion of the person to whom one is talking is a very important ability to have,
as it can help to ensure that one does not accidentally insult or otherwise damage
relationships with another person. Similarly, within the field of computer science
the ability to recognize emotions can be useful in many different ways, as it can
allow a system to make adjustments to its behaviour based upon the emotions
which a user may be experiencing. For example, you could apply emotional
recognition to some form of an automatic teaching system, ensuring that the
system can adjust the level of complexity of its descriptions or otherwise alter
its teaching parameters based upon the emotional state of the user.[3] This
paper focuses on the classification of the emotion being shown on the face of a
person within an image. The information about each image has been compressed
along the directions of greatest variance using principal component in order to
obtain a 5-dimensional representation of the data which contains a majority
of the information about the image. This data is then trained using different
classification methods in order to obtain a classification for the emotion shown
on each sample face.

1.2 Feedforward neural network

A feedforward neural network is one of the most basic kind of neural network
architectures which exist. A feedforward network works by having a single input
layer, which takes in your input data for which you would like to predict or
classify some value, one or more hidden layers, which extract features from the
input layer in order to obtain more information from each sample, and a single
output layer, which will provide either the class of your model or some other value
predicted using your model. For a feedforward neural network, the model learns
sequentially with an order to the layers which does not loop back to previous
layers at any point during the learning process. This can be represented visually
as seen in the diagram below.

Fig. 1. Diagram of a single layer feedforward neural network.[4]
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The above diagram represents a simple feedforward neural network with a single
hidden layer. The inputs x1 to xD represent different sample inputs while the x0

and z0 represent the bias parameters for hidden layers z1 to zM and y1 to yK

respectively. The network works by taking the inputs x1, . . . , xD, applying some
weight scaling to each of their values, and then finding a linear combination of
weights and values of all input values for each neuron within the hidden layer.
These hidden layer neuron values are then used similarly in a linear combination
of weights and values in order to generate each possible output neuron within
the output layer.

1.3 Deep Learning

When defining a feedforward neural network architecture for training it is pos-
sible to have multiple hidden layers, each with distinct weight values for each
hidden neuron, which can help to extract more information for your model, gen-
erally resulting in a better model. Using two or more hidden layers in a neural
network is generally referred to as deep learning. A deep neural network archi-
tecture can often be more difficult to optimize and as such it is often important
when employing a deep learning approach to a problem to experiment with the
parameters in order to find the best number of hidden neurons for each hidden
layer.[5] Due to each subsequent hidden layer extracting more information from
the input feature, a deep learning approach can often help to reduce the gener-
alization error for your model; however, one potential problem which may occur
when utilizing deep learning for a classification task is the issue of overfitting.
If a deep learning model is overfitting to the input training data, then the best
approach to take is to either decrease the number of hidden layers within the
model or to increase the number of training samples.

1.4 Decision Trees

A decision tree is an algorithmic structure used to enable easy decision making
related to the value of a numeric target value or class target value of a sample.
Decision trees work by segmenting the possible target value into a number of
simple regions of prediction. This segmentation process is usually represented as
a tree structure with the rules for splitting segments shown at each split.[6] An
example decision tree structure is illustrated below using the Hitters dataset. The
Hitters dataset comprises of 322 sample observations with 20 variables related
to the play records and salaries of baseball players in the 1986 Major League
Baseball season. The tree attempts to determine the log salary for a baseball
player when given as features the number of years theyve participated in the
major leagues and the number of hits they made in 1986.
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Fig. 2. An illustration of the decision tree structure using the Hitters dataset.[6]

In the above figure the sample values are first split into two distinct segments
depending on whether or not they have participated in the major leagues for less
than 4.5 years. If they have done so, then their log salary is predicted to be a
value of 5.11. Otherwise, a further split is applied based on how many hits the
sample player made in the year 1986, with their log salary predicted as 6.00 if
they have hit less than 117.5 or 6.74 if they have hit more than that. While the
above figure illustrates a prediction of a numeric value a decision tree can also
be tasked with predicting the class output for a sample. This is done in a similar
fashion to prediction with the only real change being the target values used.

1.5 Maximum Likelihood Classification

Maximum likelihood classification (otherwise known as discriminant analysis) is
a method for determining the most probabilistically likely target class for an
input sample given a set of features. Discriminant analysis works by modelling
the distribution of the features of a dataset separately for each of the target
classes and then using Bayes theorem to infer the posterior probability for the
target value given the features used.[7] Discriminant analysis can be defined
linearly or quadratically. Linear discriminant analysis (LDA) assumes that each
class is taken from a multivariate normal distribution, with each class sharing the
same covariance matrix despite each class having its own specific means; however,
quadratic discriminant analysis (QDA) assumes that each different class has its
own covariance. Due to this, the output target class for a specific sample is
calculated by finding the class for which the following equation is maximized.

Fig. 3. Formula for assigning a sample to a target class.[7]
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Where Σk and µk are the covariance matrix and mean vector for the target class
k, x is the sample being assigned. Due to the class-specific covariance matrices
used in QDA, QDA is more flexible for multi-class classification than LDA. This
is because due to the shared covariance matrices used in LDA it can often suffer
from a large class bias if different classes do not share the same covariance
values. This makes QDA generally a better choice for classification problems
with relatively many target classes such as emotion recognition.

1.6 Random Forest

The random forest classification algorithm is an extension of the decision tree
algorithm for classification. A random forest classifier works using a collection of
decision tree classifiers, each generated using a random selection of features at
each split in order to determine the segmentations used. During classification of
a sample the random forest classifier will assign the sample to the class with the
highest frequency of classifications based on the classifications of the point for
the decision trees which make up the random forest.[8] Generally, when training
a random forest model, the number of features used for each split is the square
root of the total number of features for your training data. Choosing a number
of features lower than the total number of features in your training dataset can
be useful for eliminating the problem of overfitting which a single decision tree
might encounter, allowing for a better overall model accuracy.[9] Since random
forests retain internal estimates for impurity-based feature importance they can
also be used as a way to estimate the importance of a feature variable when
predicting a target value.

2 Method

The data was split into a training set and a testing set in order to investigate the
feasibility of training a neural network to recognize facial emotions. Since the
paper split the dataset into two groups of roughly 49.5% and 50.5%, the training
set was set to a size of 50.5% of the original dataset.[1] For testing purposes,
a random state of 4 was also used when splitting the dataset into training and
testing sets. The class frequencies for the training dataset can be seen below:
After splitting the dataset, the data was first classified using a single-layer feed-
forward neural network with a sigmoid activation function applied to the hidden
layer. The loss value for this model over time during the training process can be
seen below along with the confusion matrix generated by comparing the results
to the training dataset and the ROC curve.
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Fig. 4. The class distribution for the training dataset.

Fig. 5. Loss over time and confusion matrix for a ffnn with 1 hidden layer.

Fig. 6. ROC curve for a feedforward neural network with 1 hidden layer.

After this, the data was classified using a two-layer feedforward neural net-
work with a sigmoid activation function applied to both hidden layers. The loss
value for this model over time during the training process can be seen below along
with the confusion matrix generated by comparing the results to the training
dataset and the ROC curve.
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Fig. 7. Loss over time and confusion matrix for a ffnn with 2 hidden layers.

Fig. 8. ROC curve for a feedforward neural network with 2 hidden layers.

For all neural network architectures an initial learning rate of 1 was used, with
the learning rate decaying by 15% every time a tenth of the total training time
had passed. The models were then trained for 200,000 epochs. For the single-
layer network 9 neurons were present in the hidden layer while for the two-layer
network 11 neurons were present in each of the hidden layers. After attempting
to classify the data using neural networks, the data was then classified using
a maximum likelihood model. The confusion matrix and ROC graph for this
model can be seen below.

Fig. 9. ROC curve and confusion matrix for a maximum likelihood classification mode.
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Finally, the data was classified using decision tree and random foresting meth-
ods, with the confusion matrix and ROC graph obtained for both models.

Fig. 10. ROC curve and confusion matrix for a decision tree classification mode.

Fig. 11. ROC curve and confusion matrix for a random forest classification mode.

The features used for training each of the models above were the 5 principal
components of the Local Phase Quantization and the 5 principal components of
the Pyramid of Histogram of Orientation Gradients. The name for the source of
each image was also converted to a numeric value and used as a feature.
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3 Results and discussion

The accuracy for each classification model is given in the table below.

Table 1. Classification model accuracies.

Method Training accuracy (%) Testing accuracy (%) Loss

Single layer FF network 65 22.46 0.9746
Two layer FF network 100 21.26 0.0012
Maximum Likelihood 42.93 19.76 N/A
Decision Tree 100 32.04 N/A
Random Forest 100 32.63 N/A

From the above table it can be seen that attempting to use a simple feedforward
deep neural network for classification of facial emotions is not a very good ap-
proach, giving a worse training accuracy than a single-layer feedforward network
due to overfitting. While a decision tree approach to classification also suffers
from overfitting, it is generally a better approach as it is able to better handle
that overfitting. In fact, by comparing the ROC curves for each classification
method if can be seen that the random forest classification methods are consis-
tently better than the other methods explored, meaning that it is most likely to
correctly identify an emotion. In particular it is very likely to correctly identify
the emotion of sadness on a given individual’s face.
It is worth noting that the emotion of sadness appears to be quite easy to clasify
for not only a decision tree based classification method, but also for a discrimi-
nant analysis based method.
It is also worth noting that the emotion of anger is often mistaken for the emo-
tion of surprise, with all of the models misclassifying at least 10 samples for
faces which showed anger as showing surprise instead. This makes some sense
as showing such emotions both often involve raising your eyebrows and opening
your mouth.

4 Conclusion and future work

Within this report I have explored different methods for classifying emotions on
a face given a dataset of facial images containing ground truth emotion values. It
was found that decision tree based classification methods such as random forest-
ing would give the best results for classification on testing data, with it being
the model most likely to correctly identify an emotion. The maximum likelihood
based classification method was found to be the worst method overall, which
agrees with the findings of a similar paper on the comparison of classification
methods related to visual data.[2]
An extension of this work may involve an investigation into classifying emotions
using deeper levels of deep learning, with an investigation into the exact corre-
lation between the number of hidden layers used when training a model and the
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accuracy and loss values obtained. It may also be a good idea to investigate the
usage of clustering algorithms based on similarity metrics and the possible clas-
sification accuracy obtained though their usage. For future work I believe that it
would be good to explore the usage of different features and feature extraction
processes when attempting to classify the dataset. This could potentially be ex-
tracted through the usage of a convolutional neural network. I also believe that
it would be good to gain access to a dataset where each face is clearly labelled
as belonging to a single individual, and each individual has images showing the
full range of emotions on their face. This would allow the model to be properly
trained on a wider range of facial structures and thus increase the classification
accuracy.
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