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Abstract. The goal of this study is to develop a feed-forward neural network for classifying face expressions from 
Static Facial Expressions in the Wild database [1]. In the past, a person independent training and testing protocol for 
expression recognition is proposed, however the performance accuracy is significantly low due to real word 
conditions in the SFEW database. Thus we experimented it with a distinctiveness network reduction technique 
proposed by T.D Gedeon and D.Harris (1999) [3] on a built feedforward network trained by backpropagation, and 
our result shows that the effectiveness in certain extent when considering detect unnecessary hidden units and reduce 
network size, without offsetting much prediction performance accuracy. 
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1   Introduction 

Facial expressions are the facial changes in response to a person’s internal emotional states, intentions or social 
communications. Realistic face data nowadays plays a vital role in area of automatic facial expressios analysis. 
However, human facial expression database had been captured in controlled ‘lab’ environments, before the present of 
the Static Facial Expressions in the Wild (SFEW) database [1]. SFEW has been developed by selecting frames from 
AFEW [2]. The database covers unconstrained facial expressions, varied head poses, large age range, occlusions, 
different resolution of face and close to real world illumination. It contains 700 images and have been labelled for seven 
basic expressions: angry, disgust, fear, happy, neutral, sad and surprise. The datasets we experimented on contains first 
5 principal components of Local Phase Quantization (LPQ) [6] features and first 5 principal components of Pyramid of 
Histogram of Gradients (PHOG) features [5]. In this paper, we experiment with a feed-forward networks to predict 
static facial expressions classes from SFEW database.  
 
When applying Feed-forward Neural Network for predicting static facial expressions, the major disadvantages of back-
propagation method are that it can be slow to train networks. A problem is also raised on how to optimize the number of 
hidden neurons in hidden layers. Large number of hidden neurons could cause network to overfit, while small number 
of hidden neurons in hidden layers may fail to capture data features. Thus, we applied distinctiveness network reduction 
technique by T.D. Gedeon and D. Harris [3] to identify and remove unnecessary hidden neurons in the network, so that 
reduces computation resources and remains prediction accuracy in the same time.  

2   Methodology 

2.1   Data preprocessing  

The static database has been extracted from the temporal dataset Acted Facial Expressions in the Wild (AFEW) [2], 
which contains in total 700 images with seven labels for basic expressions angry, disgust, fear, happy, neutral, sad and 
surprise. The face-emotion datasets we used in this paper contains 675 lines (with removal of 25 disgust from origin 
dataset) includes the following attributes: 

• Image id – unique id number of images 
• Label – label of images from seven basic emotion expressions categories: 1=angry, 2=disgust, 3=fear, 

4=happy, 5=neutral, 6=sad, 7=surprise 
• Column 3-7 – First 5 principal components of Local Phase Quantization (LPQ) features [6] 
• Column 8-12 - First 5 principal components of Pyramid of Histogram of Gradients (PHOG) features [5] 
 

LPQ is based on computing the short-term Fourier transform on a local image window and is calculated on grids and 
then concatenated for an image. PHOG descriptor is an extension of the histogram of oriented gradients (HOG) 
descriptor [5], which counts occurrences of gradient orientation in localized portions of an image, which has been used 
extensively in computer vision. 
 



The emotion classification problem uses the input features is the face-emotion expression data, which is the columns 3 
to 12, includes principal components for LPQ as well as PHOG. The target output is represented using 7 neurons, 
expressing by numerical data 1-7 for each emotion classes quantitatively.  

2.2   Feed-forward neural network implementation 

A two-layer fully connected neural network is developed, with first input layer containing ten neurons representing to 
the 10 face-emotion image input features, one hidden layer with certain hidden units in and last output layer with seven 
output neurons corresponding to seven expression labels.  
 
To replicate the same implementation, 675 lines as dataset is randomly split into 346 lines as training set and the 
remaining as test data, to evaluate the network performance. In addition, we performed 10-fold cross validation method 
by randomly splitting data into 10 folds, to evaluate how accurate the network is when it comes to predict the 
expression labels on limited data sample.  
 
By giving a new face-emotion image input data, such trained Neural Network is used to classify the face emotion into 
one of the seven expression categories. 
 

Model Type Unit Learning Rate 
0.01 

Learning Rate 
0.1 

Learning Rate 
0.2 

Learning Rate 
0.5 

Classification 
Test Accuracy 23.31% 23.20% 27.48% 22.52% 
Train Accuracy 34.63% 40.04% 44.57% 40.82% 

Table. 1 Analysis of learning rate 

Table 1 depicts the classification performance by a two-layer FNN with learning rate at different level. The local 
optimal number of hidden neurons is maximized at learning rate equals to 0.2 with test accuracy 27.48%. Therefore, we 
used the recommended learning rate 0.2. 

2.3   Network reduction techniques and model design 

Network reduction techniques by T.D. Gedeon and D. Harris [3], detect and remove redundant hidden units in the 
network. These excess units perform no real function in the final product and are unnecessary for the post-learning 
utilization of the network. Thus, such technique is applied in this experiment for two main objectives. Firstly, for 
increasing the efficiency of the network during actual use. Secondly, to observe and compare the network performance 
find in Section 2.2.  
 
We implemented network reduction techniques – distinctiveness, that measures the significance and similarity of hidden 
units, and applied it on a trained the network with 20 hidden units as in Section 2.2. The following shows the main steps 
of implementation the distinctiveness technique for finding redundant hidden neurons: 
 

• Step 1: For each hidden unit, a vector of the same dimensionality as the number of patterns in the training set is 
constructed. Such vector represents the functionality of the hidden unit in input pattern space, and each 
component of the vector corresponding to the output activation of the unit.  

• Step 2: We applied method of 1.5 * IQR rule as a benchmark, to recognize insignificant hidden units. Each 
vector representation of hidden unit from Step 1 is transformed to its relative magnitudes. Therefore, by 
applying the rule, we calculate the first and third quantile of all the activation vector magnitudes, and units 
with activation vector magnitude below Q1-1.5 * (Q3 - Q1) are recognized as insignificant and can be 
removed.  

• Step 3: The similarity of pairs of vectors is recognized by the calculation of the angle between them in pattern 
space. After removing insignificant hidden units by step 1 and 2, we compute the vector angles for all 
combination of two angle unit for the remaining hidden units. Vector angle are calculations are normalized to 
[-0.5, 0.5] by subtracting 0.5 from all activations, since all sigmoid activations are constrained to [0, 1]. 
Therefore, units with angular separations of up to about 15 degree are considered sufficiently similar, one of 
the unit is removed and the weight vector is added to the weight vector of the other unit. Similarly, units with 
angular separation over 165 degree will treated as complementary of each other, therefore both hidden units 
are remove 
 

The effectiveness of the distinctiveness techniques is evaluated by comparing the performances from post-reduction 
model to the FNN model from Section 2.2 on both training and testing data.  

2.4   Classification with genetic algorithm  

We further applied genetic algorithm for training the FNN model. The genetic algorithm is applied here for estimating 
the optimal weights as an optimization problem, that would ideally help improve the predicting power of model built in 



section 2.2. The genetic algorithm is associates with the size of population of random networks, initialisation operator, 
crossover probability and type, probability of mutation and selection operator. The implementation is explained below: 

• Step 1: Initialize a population of random networks. With each individual network has 2 layers with 20 hidden 
units, 10 inputs neurons and 7 output neurons. 

• Step 2: Fitness evaluation for each network in the population and replace least-fit population with new 
individuals. 

• Step 3: Check if termination condition is reached. In this experiment we control the condition by number of 
evolutions. 

• Step 4.1: If condition reached: return network with optimal weight. 
• Step 4.2: If condition not reached: choose best fit of individual network for reproduction and breed new 

networks through crossover and mutation. Then back to Step 2 until condition is reached. 
 

The above evaluation function is calculated using cross entropy loss function and returns the train accuracy to determine 
the fitness score. Then, the score is selected by highest test accuracy at evaluation in genetic algorithm. 
 

Model Unit Crossover 0.5 Crossover 0.8 Hidden Unit 1.0 
Classification Accuracy 26.41% 28.07% 27.79% 

Table. 2 Analysis of Crossover rate 

Model Unit Mutation 0.01 Mutation 0.1 Mutation 1.0 
Classification Accuracy 25.90% 27.12% 26.02% 

Table. 3 Analysis of Mutation rate 

Random crossover operator is set, that each parent has an equal probability to pass on its corresponding weight to its 
child. We have used the recommended crossover probability at 0.8. And uniform mutation is adopted where the 
probability of mutating the child weights is constant for each evolution step, where we used mutation rate at 0.1.  

2.5   Parameters and pruning process 

There are other hyper-parameters that would affect the network performance, which would also have impact on the 
performance of network reduction technique. Networks from 2 hidden neurons to 20 hidden neurons are trained under 
different learning rate, to further investigate and compare the network reduction performance in terms of increasing 
efficiency as well as remaining prediction power. To measure the performance, we adopted 10-fold cross validation 
method by randomly splitting data into 10 folds, to evaluate how accurate each network is when it comes to 
classification power that to predict the expression labels on limited data sample. 

3   Result and Discussion  

3.1   Classification performance of feed-forward neural network 

In this paper, we applied a two-layer FNN with 15 hidden units. As shown in Fig.1, both test accuracy and train 
accuracy increase rapidly in first 1000 epoch and then, it steadily further improves as the training and test loss decrease. 
Overall result reflects that given a new 10-input data on unseen face-emotion images, this FNN is 23.48% accurate in 
classifying the emotion into the correct expression category.  
 

 



Fig. 1. Left: Train accuracy and test accuracy with number of Epochs. Right: Train loss and test loss with respect to number of 
Epochs. 

Both results turn out to be lower than the result in the research by Dhall et al [1]. In their research, they mentioned that 
that such low accuracy may be due to the close to real world conditions in the SFEW database, which contains both 
high and very low-resolution faces that added to the complexity of classification problem. We could expect the 
classification accuracy improve for experiment on lab-controlled data. 

3.2   Analysis of network reduction techniques  

We also analyzed on to what extent network reduction technique is useful in reducing the network size without decrease 
its modelling power as comparing to the result from section 3.1.  
 
As a result, the number of removed hidden units generally increases when the number of hidden units used in network 
increases. This reflects that the network reduction techniques indeed remove the redundant units. However, for most of 
the network, the application of network reduction techniques is not obvious, as there are little hidden units removed 
through the process. This could be a limitation of the implementation, that more hidden units being similar or 
complementary are not detected. 

 
Network Reduction on No. Hidden Neurons and Learning Rate 

 0.001 0.005 0.01 0.05 0.1 0.2 0.5 Total 
2 0 0 0 0 0 1 0 1 
3 1 0 0 0 0 0 0 1 
4 1 0 0 0 0 0 0 1 
5 1 1 0 1 0 0 0 3 
6 0 1 0 0 0 0 0 1 
7 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 
9 1 1 0 0 0 0 0 2 
10 0 1 0 0 0 0 0 1 
11 1 0 0 0 0 1 0 2 
12 1 0 0 0 0 0 0 1 
13 0 0 0 1 0 0 0 1 
14 0 1 0 0 0 0 0 1 
15 1 0 0 0 0 0 0 1 
16 1 1 1 1 0 0 0 4 
17 1 1 1 0 0 0 1 4 
18 0 1 1 0 0 0 0 2 
19 1 0 0 1 1 0 0 3 
20 1 0 1 0 0 0 0 2 

Total 11 8 4 4 1 2 1  

Table. 4 Number of hidden units removed for network with 2 to 20 hidden neurons at different learning rate. 

To further investigate the network reduction technique and network performance, we applied the network reduction 
technique on networks with different number of hidden neurons at each learning rate. As shown in Table.4, the total 
number of hidden units removed generally increases as the learning rate turns lower. The learning rate is a 
hyperparameter that controls how much to change the model in response to the estimated error each time the model 
weights are updated. Such result may be explained by the fact that the network trained using small learning rate allows 
the model to learn a more optimal or even globally optimal set of weights but may take significantly longer to train. 
And for networks with larger learning rate, models are learned faster, but at the cost of arriving on a sub-optimal final 
set of weights. Therefore, smaller training rate could associate with over-fitting problem, and it may appear to have 
more redundant hidden units. Furthermore, we discovered that network reduction performance is highly dependent on 
the final weights assigned between hidden units.  
 
To compare the network performance before and after applying the network reduction technique, we computed the 
percentage of increase to average training accuracy and average testing accuracy using the performance data before and 
after the network reduction. The test and train accuracy remain same when there are no hidden units removed from the 
origin network. For cases where hidden units were removed, Fig.2 illustrates that the median of percentage 
improvement of train and test accuracy is 0, which implies the success of network reduction techniques that manages to 
reduce the number of hidden units and preserve the prediction power at the mean time.  
 



 
Fig. 2 % increase of average training and testing accuracy after network reduction. 

However, it is worth mention that there are cases that the post-reduction network test accuracy is significantly smaller, 
which are depicted as in Fig.2 as outliers. All such cases appeared when learning rate is large (above 0.1), as shown in 
Table.5, where the average training accuracy is down by almost 18% in average, and 7% for testing accuracy. This 
could imply some limitation and restriction of such technique implementation that hidden units with great prediction 
power was mistakenly removed during the network reduction process.  
 

Number of Hidden 
Unit Train Accuracy Train Accuracy with 

reduction Test Accuracy Test Accuracy with 
reduction 

5 40.52% 27.11% 23.78% 17.17% 
10 28.91% 20.35% 23.05% 15.77% 
15 45.22% 26.67% 27.48% 20.06% 

Table. 5 Average training accuracy and average testing accuracy before and after the reduction technique with network trained at 
specific learning rate. 

Overall, when we applied the same network reduction technique to our model, it is shown that the classification 
accuracy drops significantly with each hidden neuron pruned. Thus, we can conclude that this pruning technique should 
not be applied to the SFEW dataset with the LPQ and PHOG descriptors as features for our model. 

3.3   Analysis of network reduction techniques with genetic algorithm 

The result shows that when we applied genetic algorithm to train the FNN model, it reduces error in learning which in 
turn improve the performance of the model at the training stage. The graph below outlines that convergence is improved 
by introducing genetic algorithm. 
 

 
Fig. 3 Performance of classification loss in two models for training 

We found that the distinctiveness network reduction technique works well when applying on networks learned by 
genetic algorithm, especially using small learning rate, which to some extent is useful in pruning redundant hidden units 
while maintain the network prediction power. The networks with learning rate ranged from 0.001 to 0.05, the trend for 
average change testing accuracy increases with decrease in change of testing accuracy. One possible reason could be 
that the hidden units which cause the overfitting problem due to small learning rate, was removed during the network 
reduction process, which causes the training accuracy to decrease.  



Test Accuracy Without Reduction With Reduction 

FNN 27.48% 20.06% 

FNN with GA 30.91% 29.37% 

Table. 6 Comparing test accuracy under different models with and without network reduction technique. 

When model is trained using genetic algorithm, the local optimal average testing accuracy across different number of 
neurons is 30.91%, at learning rate set as 0.2. The reduction technique on this network shows a slight decrease in 
accuracy of 1.54%. This result implies that network classification power is decreased on a new face-emotion data when 
applying network reduction technique on modal trained using genetic algorithm, however its less than the percentage 
decrease in test accuracy as compared to model trained using FNN, meaning that to some extent it is useful in pruning 
redundant hidden units and improves over-fitting problem. Thus, we can conclude that the model trained under genetic 
algorithm outperforms the original model. An in either case, this pruning technique shows a negative impact on 
classification power therefore should not be applied to the SFEW dataset with the LPQ and PHOG descriptors as 
features for our models. 

4   Future Work and Conclusion  

Feed-forward Neural Network is used for predicting static facial expressions, the major disadvantages of back-
propagation method are that it can be slow to train networks. To optimize the number of hidden neurons in hidden 
layers, distinctiveness network reduction technique managed to identify and remove unnecessary hidden neurons in the 
network and remains classification power in the same time.  
 
The two-layer neural network is proved not sufficient due to low testing accuracy. This may be due to the close to real 
world conditions in the SFEW database, which contains both high and very low-resolution faces that added to the 
complexity of classification problem. On the other hand, the distinctiveness network reduction technique is helpful to a 
certain extent for removing unnecessary hidden units without sacrificing model’s ability for our classification tasks.  
 
It is also shown that the network reduction techniques on genetic algorithm trained model is slightly better than the 
network reduction techniques on backpropagation trained model in terms of classification accuracy. To further improve 
the network technique, a different mutation and crossover operations could be used to generate a better network. 
 
As for future improvement on network model, only number of hidden units and learning rate is examined in this 
network model, while there are other factors could affect the overall performance of network reduction technique on the 
model, such as batch size. Thus, for future investigation, more hyper-parameters could be applied such as including 
batch size and more hidden layers. Especially for image classification, could build convolutional neural network 
through tens or hundreds of hidden layers, in order to make the network reduction technique more robust. 
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