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Abstract. Convolutional Neural Networks are widely used as feature extractors. In this report a convulutional 
network is introduced that does multiclass image classifcation on SFEW dataset [2]. There are two key aspects that 
are discussed. The former aims at implementation of a convolution neural network. The latter is about performance 
comparison with a simple neural network. The convolutional neural network is considered to establish accuracy 

baseline to the other versions of the neural netowork that were implemented. The final results of this report are also 
compared to various other research papers utilizing the same dataset.     
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1   Introduction 

The field of Face and its emotions Recognition finds its application in diverse areas of research. Image processing, 

pattern recognition, and computer vision are relevant subjects to the face recognition field [1]. Human Body expresses 

different facial changes in order to respond to a person’s internal state of mind when exposed to a certain environment. 
Facial Recognition and emotion detection find its use in various security systems deployed at public places by the 

government. Apart from security systems and biometric devices, Emotion detection is also deployed in smart cameras 

and features like Windows Hello. In this paper, A multiclass image classification problem is devised, and a 

convolutional neural network is implemented. The convolutional neural network performance is compared to different 

versions of neural network that were making use of the Static Facial Expressions in the Wild (SFEW) database [2] in 

past researches that were conducted.  

1.1   Dataset Selection 

Facial Recognition datasets are popular in various fields of research including computer vision. The dataset used in this 
research report is Static Facial Expressions in the Wild (SFEW) dataset [2]. For this research an extended version of the 

base dataset is used along with the base dataset. The base dataset contains 10 dimensions and 7 classes from 1 to 7. This 

dataset was an extraction from Acted Facial Expressions in the Wild Database. The classes/labels from 1 to 7 depict 

facial expressions like Anger, Disgust, Fear, Happy, Neutral, Sad & Surprise [3]. However, the extended version of this 

dataset has 675 images placed under 7 folders classified under their facial expressions as discussed above. 

 

There are three major reasons to select this dataset. First reason is that the dataset has 675(674 used as one row had NaN 

values) instances which provides enough base for training data to train the neural network. Secondly, the dataset is very 
clear, and it is observed that the 10 dimensions are divided into two feature sets of 5; one for local phase quantization 

and the second for pyramid of histogram of gradient feature. Finally, there is a lot of research done in this area. 

Therefore, this dataset is utilized in other papers as well which broaden the scope of comparison of the results.  

 

1.2   Problem & Modelling  

When doing image classification using a simple neural network, often it is observed that there is loss of spatial 

orientation and case of too many parameters that increase the number of hidden layers. To resolve this issue, use of 

convolution neural network is suggested. One of the major focus of the report is to understand the use and performance 

of a convolutional neural network as feature extractors. The images in the extended dataset are used to build the model 
for convolutional neural network.  
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1.4   Use of Extended Dataset for CNN 

For image classification, both the base dataset and the extended dataset are used together. Using the base dataset i.e. the 

csv file, labels and the image IDs(names) are extracted. The train file contains 580 image IDs with their labels and the 

test file contains 96 image IDs without their label. These labels that are missing in test files must be predicted by our 

convolutional neural network. These predicted outcomes are later stored in the sample submission file.   

     
Fig. 1. Depicting content inside the training and testing csv files extracted from the dataset 

 

1.5   Methods of Analysis 

The performance of the network is evaluated using various methods. Training accuracy is one of the methods that is 
utilized. In order to examine the training result in real time, following every epoch of the training, the analysis program 

will calculate the accuracy of the how network performs on the training dataset. The accuracy analysis on the training 

set cannot be enough to show the actual capacity of the network because the network may experience overfitting by the 

training and only recognize training instead of generalizing the patterns of the data [4]. Therefore, to mitigate this 

problem, the report also does analysis on the accuracy of testing data. Loss accurately depicts the learning done by the 

network making it an integral analysis method for this network [5]. For the convolutional neural network, Validation is 

also used along with other methods listed above. 

2   Method 

There are two versions of the network that are implemented in this report. The first version that is a simple neural 

network acts a baseline to measure and compare performance with the other version. As a second version, we have 
introduced the convolutional neural network that does multiclass image classification making use of the base and 

extended dataset. 

2.1   Data Preprocessing for Simple Neural Network 

The first basic step is to process the data. Making use of pandas, the data is loaded. Since there are no characters in the 

given dataset; the next step is to transfer data into numeric. Then, the pandas data frame will be converted into an array, 

which will be divided into x-array and y-array. Ultimately, both these arrays will be wrapped by tensors and variables 

so that the data can be feed into the network.  

 
Note: Testing the data involves similar pre-processing steps. 
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2.2   Simple three-layer neural network  

A simple three-layer neural network with 10 input neurons, 9 hidden neurons and 7 output neurons is implemented. In 

order to improve the performance of the neural network, the optimizer that is used is Adam. Cross-entropy is used as it 

is generally used for most classification networks. Also, other hyperparameters (like learning rate = 0.01) are kept 

constant. Testing and training accuracies were defined as two different function like in the case of the first version. Each 

of these functions were called during every epoch.  

 

 
Fig. 2. Testing & Training Accuracy w.r.t number of epochs  

 

Figure 2 depicts the training and testing accuracies of the network. It was observed that for both the accuracies started to 

drop around 200 epochs. However, both the accuracies were way above 30% by then. Finally, by 500th epoch the final 

accuracy for testing was 36.86% and training was 33.26%. However, the gap between training and testing does mean 

that there is a case of overfitting possible in the neural network.  

 

 
Fig. 3 Confusion matrix for testing 

 

Figure 3 gives the confusion matrix for testing. This matrix also certifies that the neural network can classify data over a 

reasonable range without any extreme errors.  
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2.3   Data Preprocessing for Convolutional Neural Network 

The extended dataset had 675 images which contain 100 images in each folder angry, fear, happy, neutral, sad, surprise 

and 75 images in folder for disgust. All these images are of dimension 720x526. Therefore, the first step is to convert 

the size into 28x28 and normalize the pixel values. The images are read one by one and stack one over the other in an 

array. Division of pixels of the images by 255 is carried out so that the pixel values of images comes in the range [0,1]. 

This step is done to improve the overall performance of the CNN model.  

2.4   Label Prediction using Convolutional Neural Network 

The CNN model introduced in this paper has two Conv2d layers and a Linear layer followed by a dense fully connected 

layer to classify features under their respective labels. The linear layer A kernel of size 3x3 is used in both the Conv2d 
layers. Cross-entropy loss function is used as it is generally used for most classification network. There is 10% of the 

data in the validation set and the remaining in the training set. Accuracy is recorded as two separate lists for validation 

and training.  

 
Fig. 4 CNN model architecture 

 

After training the network and calculating losses for training & validation, 95 test images are pre-processed the same 

way as for training mentioned above and predictions are generated for the test set. These predictions are saved and 
stored in the sample submission file. The number of epochs is kept at 500 and the learning rate is 0.01. Most 

hyperparameters are kept constant. 

 

      
Fig. 5 The left figure plots the train loss and validation loss. The right figure plots the training accuracy and validation accuracy of the convolutional neural network 
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The left plot in figure 5 visualizes the validation and training loss, it is observed that there might be a case that the 

model is not able to generalize well on the validation set The right figure plot given in Figure 5 presents the training and 

validation accuracy of the convolutional neural network. The training accuracy reaches a maximum of 69.3 % and the 

validation accuracy is 26.7%.   

3   Results and Discussion 

This report has proposed a convolutional neural network for label prediction on the dataset. Along with that in the early 

section of the report, a simple neural network is also implemented. Every version of these networks account for their 
accuracies on both testing and training/validation dataset which are considered as key evaluation methods. To further 

evaluate the work of this report, a comparison of performance between these two networks and SPI baseline of the 

SFEW dataset [2].  

 

As compared to the simple neural network where the best training accuracy was 33.26%, the proposed convolutional 

neural network reached at a 69.7% training accuracy. Therefore, it is concluded that the convolutional neural network 

has a better accuracy as compared to the neural network. The SPI baseline [2] for the dataset is average 19% for 

validation accuracy. The proposed convolution network had an average validation accuracy of 24%.  

4   Conclusion and Future Work 

The report introduced a convolutional neural network for image classification. It is observed how CNNs can be useful 
for extracting features from images. It highlights the superiority of using convolutional neural network over simple 

neural network. The accuracy difference between the two network implementations explicitly state that convolutional 

neural network has better performance. As compared to the SPI baseline [2], the best result of the convolutional neural 

network improves the average accuracy by approximately 11%. 

 

For future work, the hyperparameters of the CNN model can be adjusted and further tuned to attain even better accuracy 

levels. An area of investigation to optimize network performance is that apart from the learning rate & batch size, other 

hyper parameters must be studied that affect the performance. Detailed study on these hyperparameters to tune like the 
number of filters in each convolutional layer, number of convolutional layers, number of epochs, number of dense 

layers, number of hidden units in each dense layer can be conducted [6]. The CNN model proposed can be tested on 

other dataset which have large number of images inside them like MNIST and CIFAR-10 [7].   
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