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Abstract. The real-world dataset is always including a lot of outliers and noise data which would harm the classification model. To 

study whether outliers in the training set certainly affected the performance of the NN and RNN model. This paper implemented a 

simple neural network (NN) model and deep learning with the bimodal distribution removal (BDR) technique. BDR is a method for 

outlier detection (e.g. LMS, LTS). Our results suggest that with an empirical hyperparameter setting, BDR network model has a 

slight improvement on classification testing accuracy as well as a significant speedup of running time on large runs of training 

process than regular neural network model. However, BDR has no apparent impact on recurrent neural network (RNN), RNN has 

a better performance than NN with BDR. 
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1. Introduction  

Real-world dataset usually contains a certain amount of noise and random data. The dirty data points would have a negative 

impact on the characteristics of original data, skew the main pattern and sometimes mislead researchers to get a not so good 

result from it. A raw dataset is never a useful input for building a neural network model[1, 2]. In order to obtain a robust and 

high-performance NN model and RNN model, outlier detection and removal should be considered. The objective of this paper 

is to implement an outlier removal algorithm, BDR for the training set and compare the result with the result of non-removal 

outliers' model, then conduct evaluations on all models. Finally, to find out whether BDR is a boost to the performance of NN 

and RNN on the classification task. 

1.1   Outliers Background 

Dataset quality is always considered in machine learning and data mining fields. Throughout investigating and analyzing 

several real-world datasets, most of them are containing large gap between outliers and regular data clusters.  The raw dataset 

pre-processing techniques are undergoing crucial transformative changes. One of the essential steps of pre-processing is 

removing outliers or noise data. Most data scientists or neural network specialists are likely to run into outliers. Hawkins [3] 

stated that outlier is a kind of observation locates far away from other observations; a different pattern most likely generates 

it. Huber[4] defines outliers in mathematic way that observations' values are outside the range of µ ± 1.5σ̂, the �̂�  is the 

estimated variance of the dataset. Aggarwal and Yu[5] make two definitions of outliers. One is outliers can be seen as noise 

data locating outside groups of well-formed clusters. The other one is locating outside clusters as well as separated from noise 

data. In this paper, we consider the noise and outliers are the same.  

Outliers are produced and arise in different situations. Hodge and Austin[6] have a summary of outliers producing conditions. 

Commonly the outliers are recorded by objective reasons such as the mechanical faults and varies of system normal behaviour, 

as well as by subjective reasons including human error, records wrong digits. Furthermore, some data points are normal in 

several years ago but become outliers gradually because of the change of the system environment. Along with these points, 

outliers are inevitable in real datasets. 

Outliers in the original dataset would affect the model accuracy and the estimated parameters, principally in statistical analysis 

field[7]. Studying the influence of outliers on the neural network model is an active topic. Khamis Azme, et al[8] conduct 

several experiments to investigate the impact of outliers on model performance. They tried several experiments with two 

methods, percentage-outliers and magnitude-outliers, to process the same dataset. They found that in training dataset when 

the percentage-outliers is lower than 15%, the outliers would have a minor impact on model accuracy. The model's 

performance decreases along with the percentage-outliers and magnitude-outliers both increases. When the dataset only 

contains small Gaussian noise, if the dataset has any outliers, the performance is poor. However, the LMLS method is more 

robust and stable with real data.  

1.2   Outlier Detection Techniques 

Liano[9] discusses two accessible error functions. The two different approaches are applied to study how outliers affect the 

neural network models. He states that Mean squared error (MSE) are usually selected measure in neural network modelling. 

MSE derives to least mean squares (LMS) measure and least mean log squares (LMLS), the latter bounds the value of 

influence function which can control the loss produced by outliers. He made a comparison between the two methods and 



found that the LMS method works. Numerous outlier detection and removal mechanisms are developed in recent years. Slade 

and Gedeon[10] compared four outlier detection methods, including "Absolute Criterion" method which applies to minimize 

the lower absolute value of error, but that limits it we need to figure out how many outliers existed in the dataset in advance 

and easily get swayed. "Least Median Squares" method focuses on minimizing median of error, but it needs to do plenty of 

calculation to get converged. "Least Trimmed Squares" method applies to only minimize lowest mean square errors, this 

method has same shortage with "Absolute Criterion" and is also not good at processing real-world dirty dataset.  

Slade and Gedeon[10] mainly introduced a new outlier detection method called BDR. This method is implemented and used 

in this paper. The frequency distributions of errors in the training set during training are approximately bimodal. The low 

error peak contained well-learned patterns of the network, while the high error peak still contained outliers. Patterns with error 

also located between the two error peaks. The error distribution indicated that the network could determine outliers itself. 

They concluded that BDR overcomes all other three methods’ disadvantages and has a better performance on classification 

results. 

1.3   Dataset Description 

It is interesting to study a final mark prediction project which is students' most curious field; they are keen on their marks. 

Teachers use students' assessment marks to apply classification model to find out students' learning situation better and work 

out a more proper final exam paper. Students learn from the classification results not only whether they need to catch up with 

others but know what level he/she is among classmates in advance. We use a student mark dataset from the undergraduate 

students in The University of New South Wales to evaluate our pre-processing mechanisms and Bimodal Distribution 

Removal algorithm. The dataset is consisting of 153 records. Each record contains 11 attributes of a student's assessment 

marks. The dataset does not have good quality overall. Thus, further data pre-processing steps would be conducted in the 

following section. 

1.4   Structure of Following Work 

In summary, this paper is structured as follows: 

1. We performed data preprocessing methods on original marking dataset.  

2. We implemented a three-layer NN model and RNN model to run the final mark classification task. 

3. We implemented the BDR technique and applied it to the training dataset. 

4. We conducted several experiments to compare the models’ classification results of applying this technique and 

not applying it. We also implement evaluation methods to examine each model's performance. 

2   Method 

In this section, We perform data wrangling on original marking dataset[11] and implement a simple neural network model. 

Then We implemented the outlier removal algorithm from Slade and Gedeon[10]. 

2.1   Pre-processing Dataset 

The original dataset has a low quality and missing plenty of data points (325 missing values and 7 students without any marks 

in total) which would have a substantial negative impact on the classification task. Then data wrangling methods were applied 

before building input features for the NN model and RNN model. [12] introduced how to handle missing values. Considering 

all values are numerical marking value, so all missing values are replaced with mode value corresponding to their attribute's 

column. For example, the mark under column "lab2, missing marks are replaced with mode value calculated by all marks of 

"lab2". Replacing value can also be mean, median value, they have a similar impact on the dataset under a simple pre-

processing principle. The noise data points are imported into a dataset using this method. Other better handling missing values 

are not considered in this paper, because the whole dataset is too small, and it is not worth to perform a computationally 

complex measure. The student and course information attributes are dropped directly, whereas they are not irrelevant to the 

following classification model. Then data normalization has been processed. Sola and Sevilla[13] conduct a backpropagation 

neural network to problems of estimation and identification. Base on the huge training data, they found that if normalized the 

input data with specific criteria before training, the modelling results are gaining a significant improvement on performance, 

besides the computation process is much faster, compared to without normalization. They state two advantages of performing 

normalization, reduction of estimation errors in a factor between 5 and 10, and the training process computation time is 

reduced in one order of magnitude under the same result. Considering the quantity and quality of dataset, min-max 

normalization method is applied in this paper. It is easy to implement and boost to obtain a better result. The normalized value 

z is calculated by below formulation, where min and max are the minima and maximum values in x given its range. 

𝑧 =   
𝑥 − 𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥) − 𝑚𝑖𝑛(𝑥)
 . (1) 

Next step is manually labelling the final marks. The marks are divided into four categories. For mark above 75 which is a D 

is labelled as 0, a mark between 65 and 74 which is a C is labelled as 1, a mark between 50 and 54 which is a P is labelled as 



2 and mark less than 50 which is a F is labeled as 3. After the category, the dataset has a relatively balanced data distribution 

where from P to D, the size of each category is 22, 31, 66 and 34. Then the dataset is divided into two parts, training set and 

testing set. Each set is randomly selected from 153 records. Foody et al.[14] discussed the size of the training set can greatly 

affect the artificial neural network performance based on the classification task, they concluded that when the size of the 

training set is relatively small, the accuracy of the classification model is better in general. In this paper, the training set size 

is 80%, and the testing set is 20%.  

2.2   NN Model 

  

Fig. 1 Three-layer NN with 10 input neurons, 5 hidden neurons and 4 output neurons 

The task of the three-layer neural network is predicting the final exam mark and classifies the overall final marks into four 

degrees. In Fig. 1, this model has 10 input features which are well pre-processed assessment marks, 5 hidden neurons and 4 

output neurons corresponding to 4 grade degrees. The number of hidden neurons should not be too large to avoid computation 

and overfitting problem. Because the model’s predicting output values are probability values between 0 and 1, the sigmoid 

function is a good choice as an active function. 

𝑔(𝑧)  =   
1

1+𝑒−𝑧 . (2) 

Then the difference between the desired output and the actual output should be measured. This model is a multiclass 

classification model, so the cross-entropy loss function below is applied. Where M represents the number of classes, y 

represents binary indicator if class label c is correct or not for observation o, p represents the predicted probability observation 

o is of class c. 

𝐿 = − ∑ 𝑦𝑜,𝑐 𝑙𝑜𝑔(𝑃𝑜,𝑐)

𝑀

𝑐=1

 

(3) 

For measuring the performance of the network on different categories, this paper runs the training process between 1 and 500 

times to obtain the average training accuracy and testing accuracy, in case of randomness impacts the result. This main idea 

is similar to Cross-validation method. Running the model many times can well measure the performance of the model on the 

new dataset, it can also reduce the impact of overfitting. This method randomly selects out training set and testing set at each 

run, so it will nearly cover each record, which means each of them can be the input data and target data to get the most 

information from them. 

2.3   RNN Model 

The idea behind RNN is to use sequence information. In traditional NN, all inputs (including outputs) are assumed to be 

independent of each other. For many tasks, it is a terrible assumption. For example, in natural language processing task, if we 

want to predict the next word in a sequence, it is better to know which words precede it. The reason why RNN loops are 

because it performs the same operation for each element in the series and each operation depends on the previous calculation 

results. In other words, the RNN memorizes the information that has been calculated so far[15]. Numerous researchers are 

studying RNN in different fields. For example, information extraction from unstructured clinical text[16]; stock price 

prediction[17], network traffic prediction[18] and sentimental texts classification[19]. 

In this paper, we build a simple RNN model. In Fig. 2 The input, output features are all the same with the NN model. For the 

number of hidden neurons, we followed a rule of thumb, where Nᵢ is the number of input neurons, Nₒ the number of output 



neurons, Nₛ the number of samples in the training data, and α represents a scaling factor (usually between 2 - 10), so we 

decided hidden neurons are 5. Because the objective of the task using RNN is similar to using NN, we also chose sigmoid 

function as active function. The loss function is cross-entropy too. 

𝑁ℎ =   
𝑁𝑠

(𝛼 × (𝑁𝑖 + 𝑁𝑂))
 

(4) 

 

 
Fig. 2 RNN with 10 inputs, 1 hidden layer and 4 outputs 

2.4   Outliers Removal 

Next, the Bimodal distribution removal[10] is implemented in BIMODAL DISTRIBUTION REMOVAL (Algorithm 1)and 

applies during the training process. Note that the α is a parameter which can be set between 0 and 1, T is the original training 

set, T1 is a new training set without outliers. The basic idea of BIMODAL DISTRIBUTION REMOVAL is to reduce the 

impact of larger error peak among the training set. This algorithm has a start condition which is until two error peaks have 

formed, and it is repeated every 50 epochs. Whereas each repeat has a new training set T1, the outliers are removed gradually. 

The algorithm also has a halting condition because it removes outliers in the training set. Eventually, the size of the training 

set will become smaller and smaller, which might cause overfitting problem. Therefore, it stops when νts is less than a constant; 

this paper sets it as 0.01. BDR has several advantages over other common use outlier handling methods, such as LMS and 

LTS. The essential benefit is to let the dataset be the “decision-maker”. It identifies outliers, decides the number of outliers 

should be removed, makes full use of every data point, including outliers, controls the training process in a relatively short 

time and overcomes overfitting all by itself. 

 

Algorithm 1 BIMODAL DISTRIBUTION REMOVAL 
Input: T 

Output: T1 
1:  if νts < 0.1 then 

2:      𝛿𝑡𝑠
̅̅ ̅̅ ← 𝑁𝑜𝑟𝑚(𝑇. 𝑣𝑎𝑟) 

3:      for  𝑖 ∈ 𝑇 do 

4:          if 𝑒𝑖 > 𝛿𝑡𝑠
̅̅ ̅̅  then 

5:              sub ← i 

6:            end if 

7:         end for 

8:      𝛿𝑠𝑠
̅̅ ̅̅ ← 𝑠𝑢𝑏. 𝑚𝑒𝑎𝑛 

9:      𝜎𝑠𝑠← 𝑠𝑢𝑏. 𝑠𝑡𝑑 

10:      for  𝑖 ∈ 𝑇 do 

11:          if 𝑒𝑖 < 𝛿𝑠𝑠
̅̅ ̅̅ + 𝛼𝜎𝑠𝑠 then 

12:            T1←i 

13:          end if 

14:       end for 

15:  end if 

16:  return T1        



3   Results and Discussion 

Firstly we implement two NN. Model A is implemented with BDR algorithm, and Model B is not implemented any outlier 

removal algorithm. Then we build two RNN model under a similar pattern as former. We run each model for specific runs 

and obtain all results in Table.1 and Table.2. A pair of NN model and a pair of RNN model has the same hyperparameters set 

correspondingly; the epoch number of NN is 500, the RNN is 200. 

 
Table 1. Comparing two NN models with their training accuracy and testing accuracy 

Rounds Training set % Testing set % 

 BDR NN BDR NN 

1 52.234 60.084 50.206 58.424 

10 83.098 85.485 59.039 59.788 

50 87.747 93.825 59.976 62.747 

100 93.457 95.369 62.635 59.467 

500 93.807 97.543 67.864 65.569 

 

From Table.1, when the rounds are under 50, the testing accuracy of NN is higher than testing accuracy of BDR model, it 

shows that the performance of BDR method is influence by the dividing method of the original dataset. Runs under 50 

represent that the training set and testing set may have bias and are not fully used. When the rounds increase to 100 and 500, 

the average testing accuracy values are more stable and reliable. The average testing accuracy of BDR model is 67.864% 

which is slightly larger than testing accuracy of NN 65.569%. 2.295% accuracy improvement, which proofs the outlier 

removal like BDR methods will boost the NN’s performance. Compared with Choi and Gedeon[11] results, they had an 

average testing accuracy of 58.8% with extracted rules and average testing accuracy of NN 53.8%. The NN’s performance of 

this paper is better than Choi and Gedeon’s model, which is 11.769% improvement in testing accuracy. Due to the limitation 

of neural network optimizing methods and computation ability of computers then, the improvement is modern neural network 

model’s achievement. 

From Table.2, the average testing accuracy of RNN is higher than RNN with BDR. When the rounds are under 50, the 

difference is around 1%. When the rounds up to 100, the difference is rise to 3%-4%. The results indicated that the BDR 

technique might have a negative impact on the classification accuracy of the RNN model. This outcome might state that RNN 

is a state-of-art deep learning network; the BDR is no longer a necessary technique to boost it. 

 
Table 2. Comparing two RNN models with their training accuracy and testing accuracy 

Rounds Training set % Testing set % 

 BDR RNN BDR RNN 

1 57.401 59.152 57.476 58.061 

10 86.192 93.181 62.594 63.972 

50 94.694 97.261 67.722 68.776 

100 93.017 98.079 70.764 73.530 

500 95.756 98.858 71.229 75.325 

 

 
Fig. 3. The loss values under 500 rounds (left a) and 50 rounds (right b) of BDR and NN 



 

Fig.3a was the loss value at each epoch with a separate model, and both models had conducted 500 rounds of the training 

process. Each model obtains a local minimal loss value when the epoch is smaller than 50. Then both models have a decreasing 

smoothing curve. The BDR model stops earlier around 101 epochs, the early stop condition for BDR method occurred. A 

similar result in Fig.3b which is conducted 50 rounds. The loss value of the normal model is lower than BDR model at each 

curves’ end. The corresponding situation was that the testing accuracy of BDR is lower than the normal model at runs 50 in 

Table 1.  Fig.4a and Fig.4c showed that the loss value against epochs at 50 rounds and 100 rounds. When the epoch comes to 

larger than 50, the BDR and RNN model has a similar pattern which is a nearly smoothing horizontal line.  

Then, Table.2 shows that BDR has a significant improvement in training process time when the number of runs is large. When 

it runs up to 500, BDR can save 55.76% training time. Training time results verified that BDR can mostly speed up training 

through removing outliers to optimize training set size at each epoch. At the same time, it has an early stop mechanism, 

terminates training at a proper time to improve the model’s overall performance. Table.3 also verified the conclusion. During 

the massive rounds, the average run time of BDR is lower than RNN. Furthermore, the running time of RNN is much higher 

than the running time of NN. Due to RNN performed much more computations in the hidden layer during the training process. 
Table 2. The training time of BDR and NN comparison 

Rounds BDR run time (s) NN run time (s) 

1 0.41 0.37 

10 5.52 5.86 

50 25.36 27.14 

100 35.68 53.11 

500 119.61 269.24 

 

Table 3. The training time of BDR and RNN comparison 

Rounds BDR run time (s) RNN run time (s) 

1 0.75 0.70 

10 8.02 7.50 

50 34.41 36.77 

100 61.67 80.43 

500 129.469 407.21 

4   Conclusion and Future Work 

The classification results for NN are shown that when NN implements extra outlier removal measures such as BDR have a 

better performance on testing accuracy than NN. BDR testing accuracy is 2.295 % more than NN testing accuracy. Although 

the improvement is not distinct, Handling outliers is still a considerable optimization method for NN. Outliers among input 

dataset and target dataset distort data distribution and reduce the model classification performance. However, the classification 

results for RNN and BDR presented that BDR is not an ideal technique to improve the RNN performance; it might harm the 

classification accuracy of RNN on the contrary. The overall accuracy is improved from 67.864% (NN with BDR) to 75.325% 

(RNN), which is 11.04% improvement of performance. 

In future, we will conduct advanced data pre-processing method on the mark dataset, including replacing missing values with 

more suitable values and drop empty records to obtain a more comprehensive “ready to train” dataset. A proper way to tune 

hyperparameters needs to be considered. In this paper, the parameters settings are mostly assigned as empirical values, such 

Fig. 4. The loss values under 50 rounds (left a) and 100 rounds (right b) of BDR and RNN 

 



as learning rate, epoch, and hidden neurons. If carefully tuned the hyperparameters, the NN and RNN model performance 

might obtain a good improvement. We will also experiment on different size of the real-world dataset to investigate whether 

the BDR algorithm works well on medium size and large size dataset too. Other advanced deep learning models (e.g. LSTM) 

would be studied to further improve the prediction accuracy. Finally, following the findings of this paper, it would be 

beneficial to analyze how other state-of-art outlier detection methods compared to BDR. 
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