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Abstract. As data continues to grow exponentially, data processing has increasingly become an important discipline 

in computer science. Data compression play an important role in data processing as it reduces data transmission time 

and communication bandwidth, thereby saving a lot of costs. Several previous studies have reported that image 

compression by pruning redundant hidden units in the neural network is a feasible way to improve the compression 

rate. However, it is still unknown how the data will be affected by pruning redundant hidden units. In this paper, we 

use a NEAT (Evolving Neural Networks through Augmenting Topologies) technology to generate a classification 

neural network to predict the screen size of phones. Then, a data compression neural network, which is a traditional 

shallow network, is used to compress the dataset. The hidden units of redundant unit pairs that whose separate angle 

is too small or too large will be pruned in the network. Finally, the NEAT network predicts the phone sizes with 

compressed dataset.  The result of data compression will be evaluated by comparing the accuracy of the classification 

with original dataset before compression and dataset after compression. It is found that there was no significant 

difference between the accuracy of the two neural networks.  

Keywords: Data Compression, Redundant units, Pruning units, Neural Network, Distinctiveness of Units, Mobile 

devices, Genetic algorithms, Neuroevolution, Network Topologies. 

 

 

1   Introduction 

Due to the popularity of mobile phones and the development of the Internet, mobile search has become more popular. 

From September 2013 to August 2014, the use of mobile Internet surged by 67% (Statcounter Global Stats, 2014). 

However, searching behaviors on the phone is complex than that on the computer because of the novel size of screen. 

So, copying the interface of a computer search engine is inappropriate. Analyzing the various behaviors of users when 

searching using mobile phones has become an important research topic. It is believed that understanding the interaction 

between users and mobile devices will improve the user experience when searching on the phone. (Lagun, Hsieh, 

Webster, & Navalpakkam, 2014).) Out of the large research efforts devoted to user’s interaction when searching on the 

phone. It has been considered that the screen size of the mobile phone will affect user interaction (Kim, Thomas, 

Sankaranarayana, Gedeon, & Yoon).  

The target of the report is to predict the screen size of the mobile phone by the user’s web search behaviors and 

interaction on mobile devices. So, the mobile phone can automatically display an adapted search engine results page, 

which will improve the user’s search experience. However, the roles of every attribute in the dataset in predicting the 

screen size is not clear. And a large amount of data will slow down the training speed and reduce the accuracy of 

prediction. Therefore, compressing data while maintaining data integrity is needed.   



 

2 Method 

2.1 Overview 

The data compression model is evaluated by the comparison between the accuracy of two classification model before 

compression and after compression. The flow of the entire report is as follows. 

1. Pre-process the whole dataset. 

2. Train a model with the pre-processed dataset and calculate the accuracy of classification.  

3. Perform data compression to the pre-processed dataset 

  3.1 Calculate the output activation of the hidden unit. 

  3.2 Construct unit output activation vectors over the pattern presentation set. 

3.3 Calculate angles between every two vectors and Find the angles below 15° and above 165°. 

3.4 Delete one unit of the unit pairs and add the weight and bias of the deleted pair to the other unit. 

3.5 Repeat step3.4 until all angles are between 15° and 165°. 

3.6 Reconstruct the neural network model with remained hidden units.  

3.7 Calculate the output of the reconstructed network as the new dataset. 

4.  Train a model with the compressed dataset and calculate the accuracy of classification.  

5. Compare the accuracy of two models. 

2.2 Pre-processing 

The dataset used in this paper is based on the data collected in Understanding Eye Movements on Mobile Devices for 

Better Presentation of Search Results (Kim, Thomas, Sankaranarayana, Gedeon, & Yoon, 2016). This 162-row dataset 

records the search performance and user behaviors during 18 participants searching 9 questions by mobile phone with 3 

kinds of screen size respectively. Each row of data has 27 features, including screen size, task number and 

corresponding search performance and search behavior. The corresponding relationship between research target and 

collected data is shown in Figure 1. For example, the features that represent search performance are search speed and 

search accuracy. The data collected to indicate search speed is Time to first click and Task completion duration. 



 

 

Fig. 1. Corresponding relationship between research target and collected data 

To train the neural network model, the dataset is randomly split into train set (80%) and test set (20%). With similar 

effects of cross-validation,10 times shuffle split is applied to improve the reliability of the model. 

Preprocessing is applied to the data set in the form of data transformation, data cleansing, and data normalization. 

Firstly, Categorical attributes like Screen_size is converted to numerical data (S -> 0, M -> 1, L -> 2). So, the attribute 

can be converted into Tensor type in Python. Additionally, some attributes that have been found to have no significant 

differences in different kinds of screen size has been deleted to accelerate network training. It can be found in Figure 1 

that only 12 features are statistically related to the screen size. (Kim, Thomas, Sankaranarayana, Gedeon, & Yoon, 

2016). So, attributes like Time_to_first_click and Task_completion_duration are deleted. Detailed attributes can be seen 

in the dataset named ’dataset_processed’ attached with the report. 

2.3 First classification model 

2.3.1 Model Selection 

To improve the accuracy of predict, a NEAT network and a traditoanl shallow network are compared to find the most 

suitable model. The traditional shallow network is selected as it shows more stable accuracy even though the accuracy 

is a bit lower (about 5%) than NEAT network. The design and concept of the both networks are discussed below. 

a. NEAT network 

The first classification neural network is a network generated from NEAT technology, which is found to have higher 

average accuracy than traditional shallow neural network. Combining genetic algorithm and evolution strategy, the 

NEAT technology will leave the neural network with highest accuracy as the final model (Stanley & Miikkulainen, 

2002). Firstly, we need to construct a fully connected neural network as the basic model. Then, a genome, which is a 

species in the nature, is automatically generated to record the information of current network. There is a list of gene 

nodes and connection genes, in which every node and connection between nodes are encoded with a unique number. 

The weight and availability of each connection are also included in the list. The details are shown as Figure 2. Then, the 

weights and structures in the network are changed by mutation. Especially, there are two ways in structure mutations as 

show in Figure 3. One is adding connection between nodes. The other one is cutting current connection and add a new 

node in the cutting position. Simultaneously, the genome is updated according to the new network. The next step is 

crossover between genomes, which is the simulation of reproduction. Additionally, the new genome will be forced to 

survive for a certain generation. The reason is that the new genome with new structure usually have less fitness (less 

possibility to survive) compared with genome at the time. However, the new genome may have higher fitness than other 



 

genomes in future, which means it is more suitable in future environment. The rule is significant as it can protect 

speciation innovation and prevents new species from becoming extinct too soon. The final step in the model is keep the 

total population at a fixed number during the whole process.  To achieve this, we will filter out species that are not 

suitable for the current environment. In other words, the genomes with less fitness will be deleted from the genome 

cluster.   

The initial number of species is set to 300 and will remain at 150 in further generations. The number of initial hidden 

units is 15. The generation that genomes will be alive is 20 generations at least. The mutate possibility for weights and 

connection are 0.7 and 0.05 respectively. These values are set high to increase the diversity of the species. The fitness 

function in the model is the value of cross entropy as the task of the model is classification. The genome with high value 

will be considered as not suitable in current environment and will be filter out. 

  

Fig. 2. A genotype to phenotype mapping example            Fig. 3. The two types of structural mutation in NEAT 

b. Traditional shallow network 

To evaluate the performance of NEAT network, a traditional shallow classification model is used as a control group. 

The traditional shallow classification model is a 3-layer neural network model. The attribute to predict is Screen_size 

and all other attributes are input features. The number of input units and output units of the model is 14 and 3, 

respectively, which are the same as the number of input features and the kinds of screen size. The model is found to 

reach the highest average accuracy with 54.46% when the number of hidden units is 15. The corresponding learning 

rate and epoch number are 0.01 and 20000 respectively. As the purpose of the model is to classify the screen size, 

Cross-Entropy is selected as the loss function. To optimize the algorithm, stochastic gradient descent is chosen due to 

its fast calculation speed. 

2.4 Data compression 

The data compression network is an auto-associative network with the same number of input and output units. The 

number of input and output units is equal to the feature number 27. The number of hidden units will determine the 

degree of compression. In this report, the results of 6, 8, 10, 12, 14 hidden units are discussed below. Mean-square error 

is applied as all features are numerical. stochastic gradient descent is chosen to accelerate the training process. The 

sigmoid activation function is used to normalize outputs of hidden units to range 0 to 1. So, the output of all hidden 

units is expressed in a vector to form a feature map as Figure 4. To use the angular range of 0-180° instead of 0-90°, 

vector angle calculations are normalized to 0.5 by subtracting 0.5 to the output activation vectors. 



 

 

Fig. 4. 161 hidden unit activations by pattern 

The angles between unit output activation vectors are considered as the distinctiveness of units (Gedeon & Harris, 

1991). Unit pairs with an angle that is too large or too small are considered as redundant functionality. One unit of the 

redundant unit pair is removed, and its weight and bias are added to the other unit in the unit pair. The angles between 

any two vectors are calculated by the cosine formula and converted into angles as Figure 5. The angles between unit 

output activation vectors are considered as the similarity of units. Unit pairs with an angle that are too large or too small 

are considered as redundant functionality. One unit of the redundant unit pair is removed, and its weight and bias are 

added to the other unit in the unit pair. For example, as shown in Figure 5, the angle between hidden unit 1 and 5 is 8.5° 

which is below 15°. So, the weight and bias of Hidden unit 1 will be added to Hidden Unit 5 and the Hidden Unit 1 will 

be deleted. 

Pair of Units Vector Angles Distinctiveness 

1    2 63.8  

1    3 22.9  

1    4 33.3  

1    5 8.5 Similar 

1    6 72.8  

1    7 86.6  

2    3 173.2 Complementary 

2    4 125.5  

…   

…   

4    5 26.6  

5    6 57.8  

5    7 99.2  

6    7 87.1  

 

Fig. 5. Angles between two hidden units 



 

2.5 Second classification model 

To ensure a single variable and improve the reliability of the model, the structure and weights in both neural networks 

models are the same. The only difference is that the second model uses compressed dataset as input features rather than 

that in the original dataset. 

3 Results and Discussion 

3.1 Classification accuracy & analysis 

The structure of NEAT network can be seen in the Figure 6. There is no concept of layer in NEAT network, which is 

believed to improve the ability of optimizing and complexifying solutions simultaneously (Stanley & Miikkulainen, 

2002). The solid and dashed lines represent that the connection is enabled and disabled, respectively. The color and 

thickness of the line illustrate the size and positive and negative of weight respectively (green: positive, red: negative, 

thick: large, thin: small). 

 

Fig. 6. Angles between two hidden units 

The whole process of species competition is shown as Figure 7. It can be found that the number of species 

decreased to 5 after 50 generations of competition and stabilized at 5 in the further generations. 

Simultaneously, the best and average fitness rose steadily to -0.43 at the end of training. Through curve 

average, -1 standard deviation and +1 standard deviation in Figure 8, the fitness of most species were around 

-0.48 in the whole process.  

 

    Fig. 7. Trend in species competition                                   Fig. 8. Population’s average and best fitness 

Compared with traditional network with 53% accuracy, the NEAT network is proved to have higher accuracy at 58%. 

Although the optimization process in NEAT technology is slow, the network can jump out of local minimum as it is not 

limited by the gradient. The problem of time expense can be alleviated by parallel computing power. Another drawback 

of the NEAT technology is that the accuracy is not as stable as traditional network as the uncertainty of mutation. A 

sufficiently large population is a feasible solution. 



 

3.2 Data compression result & analysis 

The comparison of different initial hidden units is shown in Table 1. It is notable that the number of similar pairs 

increased with the increase of initial hidden units. The pairs of similar units are considered as redundant functionality 

and should be removed (Gedeon & Harris,1991). In other words, when there are more initial hidden units, the function 

of the unit becomes more likely to be redundant. These redundant hidden units will not significantly improve the 

performance of the model but reduce the training speed of the model. Therefore, these redundant units should be deleted 

to improve speed of learning. Meanwhile, the number of initial hidden units should be set to an appropriate value to 

avoid redundancy. 

Table1. Number of redundant pairs with different hidden units 

Initial Hidden 

units 

6 8 10 12 14 

Pairs of similar 

units 

0.5 0.8 1.2 1.6 3.2 

3.3 Classification result & analysis 

The comparison of the classification result is shown in Table 2. Firstly, it is noted that the overall average accuracy is 

low. One possible reason is the insufficient sample size. A large amount of data is needed to train a qualified neural 

network model (D’souza, Huang & Yeh,2020). It is also possible that the connection between features and targets is 

weak.  Additionally, the average accuracy of the neural network with the compressed dataset is less than the average 

accuracy of the neural network but the difference between them is acceptable. The average accuracy of the model 

decreased by about 5%, which means that the main functionality of features is preserved. A reasonable explanation is 

that redundant hidden units are deleted, and the weights of the hidden units which contains principal component is 

relatively increased. Furthermore, the average accuracy of both models decreased with the increase of hidden units. One 

possible reason is overfitting due to too many hidden units. 

Table 2. Accuracy with datasets before compression and after compression 

Hidden units 6 8 10 12 14 

Average 

accuracy before 

compression 

 

51.52% 

 

51.18% 

 

49.84% 

 

53.56% 

 

45.45% 

Average 

accuracy after 

compression 

 

50.36% 

 

51.16% 

 

48.48% 

 

51.52% 

 

42.44% 

4 Conclusion and Future Work 

In conclusion, the result discussed before proved the feasibility of NEAT technology and data compression technology. 

The network generated by NEAT technology is proved to predict the screen size more accurately. The hidden unit 

output vector over the pattern presentation set determines the distinctiveness of hidden units. Removing similar and 

complementary units can reduce the redundancy of neural network models. Compared with the previous study, the 

report declares a new data compression technology, which is pruning redundant hidden units. The new technology can 

be applied to various data processing. It is also confirmed that although the connection is not obvious significantly, the 

screen size has a certain relationship with user search behavior. More data and experiment are needed to confirm the 

view. The shortcoming of this report has been the failure to study the combined behaviors of three or more hidden units. 

Although this situation is rarely negligible, the redundancy of the neural network model can be further reduced if 

combined behaviors can be removed. This can be a further development direction in the future. 
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