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Abstract. Spam email is a kind of junk email. Recent years, with the rapid 
growth of the internet users, especially emails users, the spam emails have been 
regarded as a severe problem. there are many classification methods that can be 
used to detect spam, Naïve Bayesian and Decision tree for example. These 
methods all gains good performance in most of cases, but the true positive rate 
and the false positive rate of them are not good enough. In this paper we 
designed a neural network based spam classification algorithm to filter spam. 
Our model is a classical multi-player perceptron composed of two hidden layer, 
one input layer and one output layer. By applying different threshold to plot the 
roc curve, we demonstrate that our method outperforms most of existed method. 
We also demonstrate that ensemble learning will boost the whole method. 
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1 Introduction 

Spam email is a kind of junk email. Most of spam emails are commercial 
advertisements or contain disgusting contents like violence or porn. Some of them 
may contains viruses that might hurt receivers’ computer. Recent years, with the rapid 
growth of the internet users, especially emails users, the spam emails have been 
regarded as a severe problem. Internet users’ normal life has been effected. Under that 
cases, developing a technique to filter the spam has been a more and more important 
topic. In most of cases, spam can be filtered by a black list. By rejecting to receive 
email from specific addresses that have been annotated as the main source of spam, 
the number of spam in our mail box will decrease. This method only works under the 
condition that the source of spam is limited. However, when the spam sender builds a 
huge group of computers from allover the world that being controlled by trojans horse, 
it is no longer realistic to ban all of them. Another method being applied to solve the 
spam problem is to filter email based on the content of it. The content of spam has its 
own pattern that separate it from normal email, by extracting feature of email’s 
contents, and reject to receive emails that has these features has been the main 
technique to filter spam. The main algorithm of extracting features are the bag of 
word algorithm and the TF-IDF algorithm [1], that utilized the frequency of terms to 
represent one email. With these features extracted, there are many classification 
methods that can be used to detect spam. Naïve Bayes algorithm [2, 3] is one of the 
most popular method, by applying Bayesian formula to calculate the posterior of that 
being spam for one email, this algorithm has gain good performance in the past years. 



Another method is the decision tree method [4, 5] that classify spam with a tree 
structure. These methods all gains good performance in most of cases, but the true 
positive rate and the false positive rate of them are not good enough. In this paper we 
designed a neural-network based spam classification algorithm to filter spam. Our 
model is a classical multi-player perceptron [6] composed of two hidden layer, one 
input layer and one output layer. The output layer of our model will give the 
probability of an email to be spam. But applying different threshold just as [7] 
proposed, we demonstrate that our method outperforms most of existed method 
(classical actually). In section 1, we will illustrate our method, and in the next section 
we will show the performance of our model on a spam data set, and comparing it to 
several main techniques and boost the model performance with ensemble learning 
method, in the last session we will discuss further work of our model. 

2 Method 

2.1 Multi-layer Perceptron  

Decision tree and naïve Bayesian methods has shown promising performance since 
the last several decades. But their performance is not good enough. On the other hand, 
in order to gain good performance, we need some hand crafted features. Recent years, 
Neural network has been proposed as a promising model to learn a classifier or a 
regressor for its ability to fit a very complex model. Here we design a neural network 
with two hidden layer, and the architecture of our model is shown in figure 1. 

 
2.1.1 Feed Forward Process 
 
Multi-layer perceptron will transform the input into a complex feature space by the 
linear combination of input vector. The core point for the neural network to lean 
ingenious is the activation function: 

f x = 1
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in which x is the linear combination of this layer. 
But by applying this activation function, the gradient vanishing problem [10] might 
occurs, so in our model, we adopt the RELU function [9]： 

f x = max 0, x , . ,(2) 

This function punishes all the negative value to be zero, and this activation function 
will give us linear gradient during the training process. 
With the activation function shown above, we get the feed forward process as: 



(2) (1) (1) (2)( ( ) )p f w f w x b b= + + . ,(3) 

 
2.1.2 Regularization 
 
In most of cases, the training process of neural network will make the model fit 
training data perfectly, but the variance of model will be very high, which means the 
model was over fitted to the data, so here we adopt the L2 norm [11] of parameters to 
the neural network, that will make our cost function as: 
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Fig. 1. Our model has two hidden layers, one of them has 90 neurons and one of them has 40 
neurons. All of the neuron in the adjacent layer was fully connected just as this figure 
illustrated. 

This operation was implemented with weight decay parameters in pytorch optimizer. 
And the weight decay parameter is used to tuning the importance of the regularization 
part and model bias part.  
On the other hand, we also use dropout operation, preserving activation value the 
fixed probability, was proved to be equal to the L2 regularization [17,18]. 

2.2 Auto-encoder  

In traditional machine learning, the depth of neural network can’t be too deep for the 
effect of gradient vanishing [4], which strongly constraint the performance of multi-
layer perceptron. Hinton proposed a deep belief net [15], and Vincent proposed a 
stacked autoencoder [16] to automatically extract the features from the data, and 
enhance the performance of classifier. 



The formation of autoencoder is very simple, and it was composed of a encoder and a 
decoder. The decoder plays as an inverse operation of decoder. 
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When we can recover the X from its code with small error, we can claim that the code 
contains most of information of the original data, on the other hand, the code is a 
good representation for the original feature. When we concatenate this autoencoder to 
another classifier, like SVM, we will gain a deeper model, which will show good 
performance.  

2.3 Model Training 

The learning process of the neural network is back propagation [8], based on the 
classical batch gradient descent algorithm. But the batch gradient descent algorithm 
has its own obstacle. For the saddle point problem, the batch gradient descent method 
will be fail to find the global optimal value. So in our method we adopt the ADAM 
algorithm, the update rules for the ADAM algorithm [12] will record two new 
parameters that serve as averaged mean of past gradient and variance of past gradient: 
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where b  is the hyper parameters that portion between current gradient and past 
gradient. Without considering decay, the parameter update will be: 
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where h  is learning rate, d  is a hyper parameter that works in case variance v to 
be zero. 

For the training loss, I use cross entropy to measure. 
H ( p,q) = − p(x) logq(x)

x
∑

 

2.4 ROC Curve for Model Metric 

In [7], the author set different threshold to find the best one, that will enhance the 
model, in our method, we use the AUROC (area under receiver operating 
characteristic curve) to evaluate the performance of a model. The ROC curve [13] 
will use True positive rate (TPR) and false positive rate (FPR) as: 
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3 Result and Discussion 

In order to measure the performance of our model, we compared it with naïve 
Bayesian and decision tree method on a classical SPAM dataset. 

3.1 Data Set Description 

The spam data set is created by Hewlett-Packard Labs, consist of 4601 samples that 
we downloaded from the UCI machine learning database. The number of attributes is 
56, and most of attributes show that how frequent for a word or character to occur in 
a given email. And the remaining attributes measure the length of sequences of 
consecutive capital letters.  
In order to measure the performance, we split the whole data set into two parts: 80 
percent of it will be used to train model, 20 percent of it will be utilized to measure 
the performance of model. 
Before make further analysis, we make a simple analysis to the feature covariance, 
and the result is shown in Fig. 2. This figure inspires us that the effective variable is 
not that much, and we can digest lots of insight from it. 

 



 
Fig. 2. Interaction between different features. Variables 24-39 are strongly co-vary. 

3.2 Comparing Result 

We comparing three different models, Naïve Bayesian, decision tree and Neural 
network machine, we also implement a neural network without regularization, the 
ROC curve of these models is shown below: 

 
 

Fig. 3. Area under ROC curve of different model. This curve is plotted by applying 
different threshold to assign label. The MLP with regularization perform best. 
 
From the figure we know that our neural network model outperforms all the existed 
method. By comparing the performance of MLP with and without regularization, we 
found that model with regularization has better performance on the test set. The 
reason is that regularization can be treated as a model selection, and the low variance 
model was selected, which makes the model has a better generalization ability. 
 



We also compare our model with the existed method, like Maximum likelihood in 
[19] and [20], the result in shown in Tab 1. From the result we find that by employing 
the power of multi-layer perceptron, we can enhance the performance of optimal 
probability prediction. 
 

Method Gaussian 
Naïve Bayes 

Decision Tree Maximum 
Likelihood 

MLP 

Acc 81.7% 89.8% 88.7% 93.9% 
Tab 1. Accuracy comparison between different method, we found that MLP has the better 

performance. 
 

We also compares the autoencoder method and ensemble learning method [20], the 
result in shown in Tab 2. 

Method Autoencoder+SV
M 

MLP with 32 
experts 

Decision tree with 
32 experts 

Acc 90% 94.5% 91.6% 
Tab 2. Accuracy comparison between autoencoder and ensemble learning. 

3.3 Discussion 

In this paper, we use multilayer perceptron to train a classifier for spam detection, 
instead of using different train threshold we use ROC curve to measure the 
performance of model. From the result shown below, we can draw the conclusion 
that among different model, multiplayer perceptron gives us a accurate and efficient 
model for spam detection, and for different threshold, considering the process of 
drawing ROC curve, model still performs well. 
Though autoencoder has been proved strong performance, but in our experiment, the 
accuracy is not very high, the main reason is that the training of autoencoder is very 
hard, and we can’t find a perfect model that compress the original data into low 
dimension, and we believe that this will be a good direction for further investigation. 

4 Conclusion and Future Work 

Conclusion: With the help of multi-layer perceptron, we gains performance 
enhancement on the spam base dataset. And with given features, we can predict spam 
with over 90% accuracy, that beats lots of existed method. What’s more, we found 
that with the help of ensemble learning method, the performance of classifier can be 
further boosted. 
Future work: Though we can use the bag of word model of IF-IDF model to extract 
feature of any given emails, but this method can not be utilized to represent a 
documents perfectly, which means these feature is not perfect for the classification 
task. We believe that by integrating the feature extracting task and classification task, 
the model can be trained in a whole, and gains better performance. These emerging 
deep learning method like CNN and LSTM will be good tools to solve this. 
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