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Abstract. In this paper, genetic algorithms for feature selection combined with an artificial neutral network is 

conducted to solve a real-world binary classification problem with Statlog(German Credit Data) Data Set [1]. In 

addition, an auto-associative network is used to create a compression representation of the input patterns and then to 

solve the issue. These two methods and a combined feature selection based on decision trees and neural networks 

method on the same data set published in the research paper are compared. It can be observed that the test accuracy of 

the auto-encoder approach is higher than the accuracy of other two combined feature selection and neural networks 

methods. Moreover, the test accuracy of genetic algorithms is slightly higher than that of decision trees method. 
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1   Introduction 

The data set used in the paper is Statlog(German Credit Data) Data Set [1]. The data set contains information on 1000 

loan applicants and each applicant is described by a series of 24 different numerical attributes. The problem is to classify 

applicants as good or bad credit risks. The reason why this data set is chosen is that the issue is closely related to our lives. 

In addition, the classification is significant because it is worse to classify a customer as good when they are bad or classify 

a customer as bad when they are good. Using loan classification technique, the business flexibility of companies is realized, 

and its business process is informatized. In this way, the loan management level and economic benefits of companies can 

be improved, and the loan process can be standardized. Furthermore, it reduces costs and improves business efficiency. 

Feature selection is a task to select a minimum number of required features to represent a data that can be able to 

distinguish from each class. Since necessary and relevant features are selected and irrelevant ones are eliminated, 

classification accuracy can be improved and learning time can be shortened [2]. 

To model the problem, genetic algorithms for feature selection combined with an artificial neutral network is conducted 

to solve the credit classification problem. In the second part, an auto-encoder is used on the German Credit data set to 

create a compressed representation and then combine it with the original output column to form a new data set. A 

backpropagation feedforward network with batch training approach is built to run the new data set for the binary 

classification. K-fold cross validation method is used to evaluate the model. 

2   Method 

Since normalizing input data prior to training can improve the performance of neural network and speed up calculations, 

the input data is normalized [3]. To improve data quality, duplication information and missing values in the data set are 

checked during the preprocessing phase. 

2.1   Genetic Algorithms 

Genetic algorithms are inspired by the process of Darwinian natural selection and biological evolution. It is widely used 

for finding a near optimal solution to optimization problems. Genetic algorithms use binary strings to represent individuals 

in the problem domain. In the feature subset selection problem, each candidate solution (individual) would represent a 

feature subset [4]. For example, let N be the total number of features, there exist 2𝑁 possible feature subsets. Each 

candidate solution is represented by a N-bit binary string.  

The quality of each individual in the population can be evaluated using a fitness function. Those individuals that 

represent better solutions are given opportunities to “reproduce”, producing chromosomes for the next generation. 



Chromosomes also undergo mutation in order to introduce new genetic material into the population and then ensure 

genetic diversity from one population to the next, which is similar to biological mutation [5]. Mutation is randomly 

changing the values of genes in a chromosome. For instance, a string 10010 may randomly changes to 11010 [4]. 

Crossover, on the other hand, operates on two parent strings to produce two offspring. Crossover is the process of 

producing one or more new individuals through the combination of genetic material randomly selected from two or more 

parents. 

Since a genetic algorithm is a stochastic search for an optimal solution to a given problem, it is used to obtain the 

feature set that minimizes redundant and irrelevant attributes and maximizes the relevant ones. As a result, classification 

accuracy can be improved and learning process can be shortened. 

 

Fig. 1. Flowchart of a basic genetic algorithm for feature selection. 

2.2   Auto-associative Topology 

The dataset is encoded using an auto-encoder. The auto-associative network contains same number of input units and 

output units, which is 24, and 10 hidden units. The desired outputs in the network are the same as the inputs, using back-

propagation training algorithm [6]. To build the network, weights are initialized to small random values and calculate 

hidden activations and output activations [7]. The activation function used is Sigmoid Function. Weights are adapted 

recursively from the output layer backwards towards the input layer and repeat calculations. The final hidden layer 

activations are the compression representation for the input data. The compressed representation is combined with the 

original data targets to form a new data set with 11 different attributes.  

The auto-associative network is to map the input to the output. As fewer number of hidden neurons than input neurons 

are used, it can reduce dimensionality. As a result, the following calculation becomes faster. Furthermore, pruning 

redundant or useless hidden units from backpropagation training neural networks is beneficial, as it can improve 

generalization performance [8]. 

2.3   Back-propagation Training 

Error back-propagation training algorithm is used for the neutral network model. Since the issue is binary classification, 

the Sigmoid Function is used as activation function. Sigmoid Function is defined as: 
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The cross-entropy loss is used as loss function. 

2.4   Stochastic Gradient Descent with Momentum 

The optimization method used is Stochastic Gradient Descent(SGD) with momentum. SGD has trouble navigating ravines 

and may cause local minimum [9]. Momentum is an approach that can help accelerate SGD in the relevant direction and 

increase the speed of convergence rate and learning rate [10]. 

Since too many number of epochs to train will lead to overfitting, early stopping is used to find the optimal number. 

2.5   Batch Training 

The backpropagation feedforward network using batch training method is built to run the new data set with 10 input units. 

Mini-batch training splits the training data set into small batches and calculates model error. However, it updates weights 

and biases after each batch size of examples have been evaluated. 

As to the batch size, the large mini-batch size can reduce the communication cost but may slow down in convergence 

[11]. Moreover, generalization performance degrades as the min-batch size increases [12]. Nevertheless, since model is 

updated after each propagation, the network will be trained slower with small mini-batches. In addition, small batch size 

will lead to less accurate estimation of the gradient [13]. Therefore, the batch size is initialized to 100 in the case and it 

has a good performance in practice. 

2.6   K-fold Cross Validation 

To evaluate the network, 5-fold cross validation method is used. The data set is randomly divided into 5 subsets. Each 

time, one of the five subsets is used as the test set the other four subsets are formed as the training set. The model is 

learned from the training set and applied to the test set to calculate error. Repeat the procedure on all data set and compute 

the average error to compute the model. 

K-fold cross validation method is selected because it can address overfitting problem. In addition, the variance of 

evaluation is relatively small and is not very expensive to compute. 

3   Results and Discussion 

5-fold cross validation method is used to evaluate the model. Cross validation method is selected because it can address 

overfitting problem. As the model has good prediction in new data sets, it is not overfitting. Holdout method, which the 

data set is randomly separated into two sets, called the training set and the test set is also tried in the experiment. However, 

even if holdout method takes less time to compute, its evaluation has a high variance. The test accuracy is unstable. In 

addition, leave-one-out method is very expensive to compute. Therefore, k-fold cross validation is used for evaluation. 

As to the reason why k is selected as 5, it will waste too much data if k is too small. Furthermore, if k is too large, it is 

expensive to compute. 

In the experiment, the test accuracy is between 60 and 70 percent without genetic algorithms, auto-encoder and batch 

training. However, the accuracy increases to more than 70 percent after using mini-batch training. With the use of mini-

batching training, the results of the auto-associative network are evaluated. Table 1 shows average and standard deviation 

of testing accuracy before and after using the genetic algorithm and auto-associative network. It is obvious that the testing 

accuracy increases to 80.6% using auto-encoder. Moreover, the stability of the accuracy is improved. However, the test 

accuracy of genetic algorithm only increases to 77.20% and becomes more unstable. 

https://towardsdatascience.com/stochastic-gradient-descent-with-momentum-a84097641a5d
https://towardsdatascience.com/stochastic-gradient-descent-with-momentum-a84097641a5d


Table 1.  Results with and without genetic algorithm and auto-encoder  

Method Ave. of test accuracy (%) Std. Dev. of test accuracy 

genetic algorithm 77.20 2.48 

auto-encoder 80.60 1.59 

no genetic algorithm 

no auto-encoder 

 

76.50 

 

2.26 

 

As pruning redundant and useless hidden can lower generalization error and improve generalization performance [8], 

auto-encoder is beneficial to obtain high accuracy on test set. In addition, the auto-associative neutral network extracts 

classification rules and denoises input features for robust data. Since relevant and necessary features are selected and 

irrelevant and redundant ones are eliminated, genetic algorithms can improve classification accuracy and simplify learning 

process [2]. As to the reason why the performance of genetic algorithms is not better than that of auto-encoder, genetic 

algorithms cannot guarantee optimal solution and the quality of any solution. In addition, some useful and relevant 

features may be eliminated because the original data set used only contains 24 different features. Genetic algorithms may 

perform better on large data set that contains much more features. 

The average of accuracy on the test set in the research paper using a combined feature selection based on decision trees 

and neural networks method on the same data set fluctuates between 73% and 76% and standard deviation is between 

0.35 and 1.65 [14]. Compared to it, the test accuracy of the auto-associative network is higher but more unstable than the 

accuracy in the research paper. As the improved robustness to noise by feature selection, the test accuracy is stable in the 

research paper. However, the number of selected attributes used as input is 7, which may lose useful information, so the 

accuracy on the test set is lower than that of auto-encoder method. Compared two combined feature selection and neural 

networks methods, the test accuracy of genetic algorithms is slightly higher but more unstable than that of decision trees 

method. Because genetic algorithms cannot guarantee the quality of any solution, the selected solution may not be optimal. 

As a consequence, even the test accuracy of genetic algorithms is slightly higher than that of decision trees, its stability 

is decreased. 

4   Conclusion and Future Work 

In this paper two approaches are conducted to the issue of classifying loan applicants as good or bad credit risks. One 

uses an auto-associative network to create a compressed representation of the input patterns. A mini-batch training neural 

network is modeled to learn the compression representation and original targets and then to predict outputs. Another is a 

combined genetic algorithm for feature selection and neural networks method. The auto-encoder technique can obtain a 

slightly higher accuracy than genetic algorithm. Compared the results to a combined feature selection based on decision 

trees and neural networks method on the same data set, the test accuracy of genetic algorithms is slightly higher but more 

unstable than accuracy of decision trees method. 

Future work includes combining auto-associative networks with two feature selection methods to see whether the test 

accuracy can be higher and more stable. In addition, since shared weight and bidirectional topology can reduce the number 

of free parameters and speed up training of input to hidden weights, they are likely to obtain better generalization 

performance [7]. Therefore, different constraints will be imposed on the auto-associative neutral network weights to 

obtain better performance in future proposed work. Moreover, a genetic algorithm can be used to find the optimal hyper 

parameters for neutral networks. 
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