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Abstract 
This paper presents a prediction-and-verification seg- 

mentation scheme using attention images from multiple 
fixations. A major advantage of this scheme is that it 
can handle a large number of diflerent deformable ob- 
jects presented in complex backgrounds. The scheme 
is also relatively eficient since the segmentation is 
guided by the past knowledge through a prediction-and- 
verification scheme. The system has been tested to seg- 
ment hands in the sequences of intensity images, where 
each sequence represents a hand sign. The experimen- 
tal result showed a 95% correct segmentation rate with 
a 3% false rejection rate. 

1 Introduction 
The ability to interpret hand signs is essential for hu- 

man machine interface. Recently, there is a significant 
amount of research on vision-based hand sign recogni- 
tion (e.g. [l, 3, 4, 7, 11, 131). One of the major diffi- 
culties faced by the vision-based approach is segmenta- 
tion of the moving hand from sometimes complex back- 
grounds. To avoid the above problem, some of the sys- 
tems rely on markers. The others use restrictive setups 
such as uniform background. 

In this paper, we present a learning-based approach 
to perform the task of hand segmentation. In the case 
of analyzing temporal sequence, motion is an obvious 
choice of visual cue for visual attention. If we assume 
that the object of interest is moving in a stationary en- 
vironment, it is not very difficult to roughly determine 
the position of a moving object in the image using mo- 
tion information. However, it is not simple if the task is 
to extract the contour of the object from various back- 
grounds. Several motion segmentation methods have 
been proposed. These approaches fall into two cate- 
gories. Approaches in the first category are designed to 
deal with rigid moving objects (e.g. [2, 81). This type 
of approaches achieves a segmentation by either build- 

ing a reference image of the static background [8], or 
extracting the motion entity based on 3-D motion mod- 
els or 2-D velocity-field models 121. The second type 
of approaches fit a shape to deformable moving objects 
(e.g. [9]). These models typically need a good initial 
position to converge. They also need a relatively clean 
background since the external forces are defined by the 
image gradient. 

In order to overcome the difficulties faced by the seg- 
mentation methods for deformable objects mentioned 
above, we have proposed an eigen-subspace learning ap- 
proach 151. In that approach, the object was assumed to 
position in a rectangular attention image together with 
the background. The attention image went through a 
reconstruction based on learning which can reduce the 
background interference to a certain degree. However, 
the reconstruction is not able to fully get rid of the 
background interference. 

Input image 
Attention windows of 
second level fixations 

Figure 1: An illustration of two level fixations of an input 
hand image. 

One attention window from a single fixation can not 
solve the segmentation problem completely. Similar 
to human vision, multiple fixations are needed. This 
kind of multiple fixations has a hierarchal structure. As 
shown in Fig. 1, the first level of the fixation concen- 
trates on the entire hand, while the next level of the 
fixation takes care of different parts of the hand. The 
attention window of the first level fixation usually con- 
tains a part of the background. But as we continue 
zooming in the object from different fixations, the at- 
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tention windows become focusing on different parts of 
the object. One important feature of these attention 
windows is that they typically contain much less back- 
ground than the attention window of the first level fix- 
ation. These attention images from multiple fixations 
can be used as important visual cues to segment the 
object of interest from the input image. In this paper, 
we present a learning-based approach which efficiently 
utilizes the attention images obtained from the multiple 
fixations through a prediction-and-verification scheme 
to perform the task of hand segmentation. 

2 Valid Segment at ion 
In this section, we define the verifier f to evaluate 

the segmentation using function interpolation based on 
training samples. Given an input image, we can con- 
struct an attention image of the hand as shown in Fig. 
2. 

Input image Attention image 

Figure 2: The illustration of constructing attention images. 

2.1 The Most Expressive Features (MEF) 
Let an attention image F of m  rows and n columns 

be an (mn)-dimensional vector. For example, the set 
of image pixels {f(i,j) 1 0 5 i < m,O 5 j < n} 
can be written as a vector V = (~1, ~2,. . . , vd) where 
%ni+j = f(i, j) and d = mn. Typically d is very 
large. The Karhunen-Loeve projection [12] is a very 
efficient way to reduce a high-dimensional space to a 
low-dimensional subspace. The vectors produced by the 
Karhunen-Loeve projection are typically called the prin- 
ciple components. We call these vectors the most ez- 
pressive features (MEF) in that they best describe the 
sample population in the sense of linear transform [4]. 
2.2 Approximation as Function Interpola- 

tion 
After projecting hand attention images to a low- 

dimensional MEF space, we are now ready to approxi- 
mate the verifier f using function interpolation. 
Definition 1 Given a training vector Xk,i of gesture 
k in the MEF space, a Gaussian basis function si is 

IIx--xh;.il12 
si(X)=e- u , where 0 is a positive damping fac- 
tor, and 11 . 1) denotes the Euclidean distance. 

A very ;sma,ll cr tends to’ reduce the contribution of 
neighboring training samples. 
Definition 2 Given a set of n training samples Lh = 
(Xk,I , &,%, . . . ,X,,,} of gesture k, the confidence level 
of the input X belongs to class k is defined as: gk(X) = 
cy=“=, c&(:x), h w ere the si is a Gaussian basis func- 
tion and the coeficients ci ‘.s are to be determined by the 
training samples. 

The coefficients ci’s are determined as follows. Given 
n training samples, we hav’e n equations 

%Cxk,i) = 12 CiSi(Xk,i), 
1.=1 

which are linear with respect to the coefficients ci’s. If 
we set gk(Xk,i) equal to 1, we can solve the above equa- 
tions for ci using Gauss-Jordan elimination method. 

The confidence level defined in Definition 2 can be 
used to verify a segmentation result. 
Definition 3 Given a seglnentation result S and a con- 
fidence level 1, the verifier f outputs valid segmentation 
for gesture k if Sk(S) > 1. 

Intuitively, a segmentation result S is valid if there is 
a training sample that is sufficiently close to it. 

3 Predication for Valid Segment at ion 
This section investigates the problem how to find a 

valid segmentation. Our approach is to use the atten- 
tion images from multiple ,fixations of training hand im- 
ages. Given a hand attention image, a fixation image 
is determined by its fixation position (s,t) and a scale 
T. Fig. 3 shows the attention images of the 19 fixations 
from one training sample. 

Figure 3: The attention images from 19 fixations of a 
training sample. The first one is the same <as the original 
hand attention image. 

3.1 Overview 
Given a training set, we obtain a set of attention 

images from multiple fixations for each image in the set. 
Each attention image frorn a fixation is associated with 
the segmentation mask of original hand attention image, 
the scale T and the position of the fixation (s, t). These 
information is necessary to recover the segmentation for 
the entire object. 

During the segmentation stage, we first use t-he mo- 
tion infoSrmation to select visual attentilon. Then, we 
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try different fixations on the input image. An atten- 
tion image from a fixation of an input image is used 
to query the training set. The segmentation mask as- 
sociated with the query result is the predication. The 
predicted segmentation mask is then applied to the in- 
put image. Finally, we verify the segmentation result 
to see if the extracted subimage corresponds to a hand 
gesture that has been learned. If the answer is yes, we 
find the solution. This solution can further go through 
a refinement process. Fig. 4 gives the outline of the 
scheme. 

3.2 Organization of Attention Images from 
Fixations 

In order to achieve a fast retrieval, we build a hier- 
archical structure to organize the data. 
Definition 4 A hierarchical quasi-Voronoi diagram P 
of S is a set of partitions P = {PI, P2, . . . , P,}, where 
every Pi = { PQ , . . . , Pi+; }, i = 1,2, . . . , m  is a par- 
tition Of S. Pi+1 = {Pi+l,l, a* *, Pi+l,,;+I} is a finer 
Voronoi diagram partition of Pi in the sense that cor- 
responding to every element Pi,k E Pi, Pi+1 contains a 
Voronoi partition {P~+I?~, . . . , Pi+l,t} of Pi,k. 

Figure 5: A 2-D illustration of a hierarchical quasi-Voronoi 
diagram. 

The graphic description in Fig. 5 gives an simpli- 
fied but intuitive explanation of the hierarchical quasi- 
Voronoi diagram. The structure is a tree. The root 
corresponds to the entire space of all the possible in- 
puts. The children of the root partition the space into 
large cells, as shown by thick lines in Fig. 5. The chil- 
dren of a parent subdivide the parent’s cell future into 
smaller cells, and so on. 
3.3 Prediction as Querying the Training 

Set 
Given a training set L, a hierarchical quasi-Voronoi 

diagram P = {Pl,P2;.. , Pn} corresponding to L and 
a query sample X, the prediction problem is to find a 
training sample X’ E L, such that /IX-X’jj < /IX-X”]] 
for any X” E L with X” # X’. The type of query men- 
tioned above is a nearest neighbor problem, also known 

as post-o&e problem [lo]. There still lacks of efficient 
solutions for the case with dimension higher than three. 
In this section, we will present an efficient algorithm 
when the training set is d-supportive as defined below. 
Definition 5 Let S be a set which contains all possible 
samples. A training set L = (Ll, Lz, . . . , Ln} is a d- 
supportive training set if for any test sample X E S, 
there exist i such that [(X - Li(I < d, where I( . 11 is the 
Euclidean distance. 

Next two theorems show how to prune the search 
pathes when the training set is d-supportive. 
Theorem 1 We have a set of d-supportive training set 
L = {Ll,L2,~~~,L?J, a hierarchical quasi- Voronoi di- 
agram P = {PI, P2, . . . , P,} corresponding to L and a 
query sample X E S. Let the ith partition be Pi = 
{P,,l,R,Z,..., Pi,,i} and C = {C~,C~;~~,C,,} be the 
corresponding centers of regions in Pi. Assume Cl be 
the center to X such that 1lC’l -XII 5 IlCi -X1( for any 
i # 1. Let C2 be any other center and PI be a boundary 
hyperplane between regions represented by Cl and Cz as 
illustrated in Fig. 6. Then the region of Cz does not 
contain the nearest training sample to X if the distance 
between X and the hyperplane PI is greater than d. 

1 d 

r-i 

P21 I PI 
boundary hyperplane 

Figure 6: A 2D illustration of nearest neighbor query theo- 
rems. 

In order to avoid to calculate the point to hyperplane 
distance in a high dimensional space, we can use follow- 
ing equivalent theorem. 
Theorem 2 Let j)Cl - Czjl = r, f = f, e = Zj - d, 
l/C1 - XII = a and llC2 - X1) = b as shown in Fig. 6. 
The region of C2 does not contain the nearest training 
sampletoXifa2-e2<b2-f2. 

For the proof Theorem 1 and Theorem 2, the reader 
is referred to [6]. 

4 Experiments 
We have applied our segmentation scheme to the task 

of hand segmentation in the experiments. The number 
of gestures we used in our experiment is 40. These ges- 
tures have appeared in the signs which have been used 
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Information 
needed by the 
approximate 
function (e.g., 
coefficients) 

input sequence 

attention images 
from multiple fixations 

J gesture 
index 

Predictor I 

Figure 4: Overview of the segmentation scheme. 

to test the hand sign recognition system [4]. They are 
illustrated in Fig. 7. The size of attention window used 
in the experiment is 32 x 32 pixels. 

Figure 7: 40 hand gestures used in the experiment. 

4.1 Training 
Two types of training were conducted in the exper- 

iments. The first type of training is to get the ap- 
proximation for verifier f which would be used later 
to check the validation of the segmentation. For each 
gesture, a number between (27 and 36) of training sam- 

ples were used to obtained the approximation of the 
verifier f for that gesture. Given a set of training sam- 
ples L = {X1,X2,-.. , X,} for gesture k, woe empirically 
determined the damping factor (T in the interpolation 
function a.55 follows: 

(7 - Q.2 c;:; II& - xi+1 11 
n-l (2) 

The second type of training was to generate the at- 
tention images from multiple fixations of training sam- 
ples. In the current implementation, the selection of the 
fixations is mechanical. Totally 19 fixations were used 
for each training sample als shown in Fig. 3. The at- 
tention images with more than 30% background pixels 
presented in the attention window would 'be discarded. 
The total number of traini.ng attention images is 1742. 
4.2 Hand Segmenta.tion 

The trained system was tested to perform the seg- 
mentation task from a telmporal sequence of intensity 
images. Each sequence represents a complete hand sign. 
Fig. 8 (a) shows two sample sequences. 

In order to speed up the process of the segmentation, 
we utilize motion information to find a motion attention 
window. The attention algorithm can detect the rough 
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Figure 8: The samples of the experimental results. (a) The input testing sequences; (b) The results of motion-based visual 
attention are shown using dark rectangular; (c) The results of the segmentation are shown after masking off the background. 
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position of a moving object, but the accuracy is not 
guaranteed as shown in Fig. 8(b). We solve this prob- 
lem by doing some limited search based on the motion 
attention window. In the current implementation, given 
a motion attention window with m  rows and n columns, 
we try the candidates with size from (0.5m,O.5n) to 
(2m, 2n) using step size (0.5m, 0.5n). 

We tested the system with 802 images (161 se- 
quences) which were not used in the training. A result 
was rejected if the system could not find a valid seg- 
mentation with a confidence level 1. The segmentation 
was considered as a correct one if the correct gesture 
segmentation C was retrieved and placed in the right 
position of the test image. For the case of I = 0.2, we 
have achieved 95% correct segmentation rate with 3% 
false rejection rate. Fig. 8(c) shows some segmenta- 
tion results. We summarize the experimental results in 
Table 1. The time was obtained on a SGI-INDIGO 2 
workstation. 

Table 1: Summary of the experimental data 
Number of Correct False Time 
test images segmentation rejection per image 

805 95% 3% 58.3 sec. 

5 Conclusions and Future Work 
A segmentation scheme using attention images from 

multiple fixations is presented in this paper. The ma- 
jor advantage of this scheme is that it can handle a 
large number of different deformable objects presented 
in various complex backgrounds. The scheme is also 
relatively efficient since the search of the segmentation 
is guided by the past knowledge through a predication- 
and-verification scheme. 

In the current implementation, the fixations are gen- 
erated mechanically. The number of fixations and the 
positions of fixations are the same regardless of the types 
of gestures. This is not very efficient. Some gestures 
may be very simple so that a few fixations are enough 
to recognize them. Nevertheless, in order to achieve the 
optimal performance, different gestures may require dif- 
ferent positions of fixations. In the future, we plan to 
investigate the generation of the fixations also based on 
learning. The previous fixations are used to guide the 
next action. The next action could be (a) termination 
of the process of generating fixation if the gesture has 
already been recognized; or (b) finding the appropriate 
position for next fixation. 
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