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Abstract

Facial expression analysis has been a very active
field of research in recent years. This paper proposes
a method for finding the apex of an expression, e.g.
happiness, in a video containing a group of people
based on expression intensity estimation. The pro-
posed method is directly applied to video summarisa-
tion based on group happiness and timestamps; further,
a novel Gaussian Process Regression based expression
intensity estimation method is described. To demon-
strate its performance, experiments on smile intensity
estimation are performed and compared to other regres-
sion based techniques. The smile intensity estimator is
extended to group happiness intensity estimation. The
proposed intensity estimator can be extended easily for
other expressions. The experiments are performed on
an ‘in the wild’ dataset. Quantitative results are pre-
sented for comparison of our happiness-intensity detec-
tor. A user study was also conducted to verify the results
of the proposed method.

1 Introduction

With the large number of movies and millions of on-
line videos (e.g. YouTube) released every year, efficient
video summarisation and thumbnail generation for the
purpose of video retrieval have become more impor-
tant than ever. This paper proposes expression apex
detection for a group of people using an expression in-
tensity detector. Facial expression analysis is a highly
researched topic and much attention has been given to
the analysis of an individual’s expression in images and
videos. However, little attention has been given to ex-
pression analysis w.r.t. multiple people in a given frame,
nor to the expression intensity. We demonstrate the util-
ity of the proposed approach as a new expression inten-
sity based criterion for video summarisation and eval-
uate it on the example of expression apex detection for
finding the ‘happiest group’ frame in a video clip, which

Figure 1. Expression intensity expression
estimation on movie data (AFEW [5])

can be used as a representative frame for the video.
Facial expressions are the visualisation of movement

in facial muscles in response to a person’s affective
state, intentions, or social communications. Automatic
facial expression analysis has seen much research over
the last two decades and finds many practical appli-
cations in human-computer interaction, affective com-
puting, medical problems such as pain and depression
analysis, image labelling and retrieval. [12] recently
proposed a Support Vector Machine (SVM, [3]) based
smile intensity estimator. [15] proposed a new image-
based database, GENKI, of smiling and non-smiling
images, and evaluated several state-of-the-art methods
for happiness detection. However, all of these consid-
ered faces independent of each other, not as a group. In
contrast, we focus on the group expression.

The main contributions of this paper are: a) expres-
sion intensity estimation based on a GPR framework;
b) a video summarisation method via face happiness
intensity-based clustering and time stamps; c) weighted
summation of happiness intensity of multiple subjects
in a video frame based on social context.

2 Method

Given a video clip V with N frames r, V =
[r1, ..., rN ] containing multiple actors m, we process



Figure 2. Processing pipeline

each frame as follows: First, face detection [13] is ap-
plied. Further, face alignment is performed via non-
rigid deformable tracking. The aligned and cropped
faces are regressed for predicting their expression in-
tensity. If there are multiple faces in a frame, relative
weights are assigned to each face based on their size
and distance from the image centroid. Figure 2 shows
the processing pipeline for each frame for a video. The
proposed framework is evaluated on finding the apex in
happy videos. However, this is a generic framework that
can be used for other expressions as well.

2.1 Face Processing Pipeline

Saragih et al.’s Constrained Local Model (CLM)
[11] is used to extract facial landmark points. It is
based on fitting a parameterised shape model to the lo-
cation landmark points of the face. It predicts the loca-
tions of the model’s landmarks by utilising an ensem-
ble of local feature detectors, which are then combined
by enforcing a prior over their joint motion. The dis-
tribution of the landmark locations is represented non-
parametrically and optimised via subspace constrained
meanshifts. The landmark points computed via CLM
fitting are used to align the faces.

2.2 Expression Intensity Detection

For a given face f in a frame ri, we wish to esti-
mate its expression intensity. As discussed earlier, fa-
cial expressions are temporal in nature and a basic fa-
cial expression comprises of various temporal dynamic
stages: onset, apex and offset. As expressions are con-
tinuous in nature, we define the following stages for the
exemplary smile intensity starting from neutral (onset)
to thrilled (apex): Neutral, Small Smile, Large Smile,
Small Laugh, Large Laugh and Thrilled.

For the expression intensity estimation problem,
given m feature vectors computed from faces, D =
{(xi, yi)}mi=1, the training set X is a set of input sam-
ples xi of dimension N and Y is the corresponding set
of vectors yi of dimension L. The goal here is to learn
a mapping function M : X → Y . Gaussian Process
Regression (GPR) [9] is used to compute the mapping.
GPR has gained increased popularity in statistical ma-
chine learning as it offers a principled non-parametric

Bayesian framework for inference, model fitting and
model selection [1].

In GPR, an output yi = f(xi) + εi for input xi and
the noise term is assumed to be independent and nor-
mally distributed, εi ∼ N (0, σ2

n). A Gaussian predic-
tive distribution is achieved by adding a Gaussian pro-
cess prior: y∗|x∗,D ∼ N (µ, σ2) with

µ = k∗[K + σ2
nI]−1 y (1)

σ2 = k(x∗, x∗) + σ2
n − k∗[K + σ2

nI]−1 k∗T (2)

for a noisy query point x∗. In these equations, we have
K ∈ Rm×m, Kij = k(xi, xj) and k∗ ∈ R1×m, k∗i =
k(x∗, xi). Here, k denotes a covariance function, which
encodes the assumptions about the function to be learnt.
A squared exponential covariance function of the form

k(xp, xq) = σ2
f exp

(
− 1

2
(xp−xq)TM2(xp−xq)

)
+σ2

nδpq

(3)
is used with Θ =

(
{M2}, σ2

f , σ
2
n

)
that implements

automatic relevance determination (ARD) [9], where
{M2} denotes the parameters in the symmetric matrix
M2 = diag(l)−2. A point prediction yguess can be com-
puted from the Gaussian predictive distribution by min-
imising the expected loss as

yopt|x∗ = argmin
yguess

∫
L(y∗, yguess)p(y

∗|x∗,D)dy∗

(4)
where L(., .) is the loss function. For squared loss func-
tions, the point prediction at query point x∗ is:

yopt|x∗ = E(y∗)∼p(y∗|x∗,D)[y
∗] = µ . (5)

Figure 1 exemplifies the performance of the proposed
smile intensity estimator on a video clip from a facial
expressions movie database [5].

Face Descriptors: The input sample vector xi for
each face is computed as follows: The aligned and
cropped face (computed in Section 2.1) is used to com-
pute Pyramid of Histogram of Gradients (PHOG) [2]
and Local Phase Quantisation (LPQ) [8] features. Pa-
rameters for the PHOG descriptor were set as: pyra-
mid level L = 3, angle range = [0 − 360] and bin
count = 16. LPQ is based on computing the short-
term Fourier transform on the local image window and
has been experimentally shown to better handle blur
and illumination than Linear Binary Patterns (LBP) [8].
Then, xi is a normalised combination of these two his-
tograms. The choice of these two descripors is based on
our earlier experiments for emotion recognition [4].

2.3 Handling Multiple Actors

Given a video clip V with N frames r, V =
[r1, ..., rN ] containing multiple actors m, a Multiple



Figure 3. (Left) Input image. (Middle) The
smile intensity heat map computed via
MAEM. (Right) The smile intensity heat
map computed via MAEMw. It is evident
that larger faces get a higher weightage.

Actor Expression Model (MAEM) can be formulated as
an average of the smile intensities for all the faces in a
given frame ri

MAEM =

∑
i IS i
m

. (6)

We wish to include social context information based
on the global structure on where actors are located in
a given scene. [7] explored social features based on
global structures of groups of people in social gathering
scenarios. Generally, in group images, people standing
close to the camera have relatively larger faces. [6] pro-
posed a framework for detecting the pose of people in a
group. They also make a similar assumption to find if a
person is standing in the foreground or at the back in a
multiple people pose detection scenario.

For the multiple actor setting, we wish to apply
weights to the expression intensities of subjects based
on the apparent size of their face in the image, as an in-
dicator of the distance to the camera. The size of a face
can be estimated by the distance between the location
of the eyes given by si = ||l−r||. The relative face size
θi of fi in frame is then given by

θi =
si∑
i si/m

(7)

where the term
∑
i si/m is the mean face size of all the

faces in the frame.
Weighted MAEM: The θi for each face is further

normalised based on the maximum relative distance di.
Adding this weight to Eq. 6, the weighted MAEM is

MAEMw =

∑
i IS iωi
m

(8)

where ωi is the weight defined as θi/2β−1 and β is
a control factor. Figure 3 shows the effect of adding
weights to the smile intensities of faces. Left is the input
image. The middle shows the smile intensity heat map

Figure 4. Comparison of the MAEM perfor-
mance of GPR, KPLS, PLS and SVR.

computed via MAEM and on the right is the smile in-
tensity heat map computed via MAEMw. It is evident
visually that larger faces get a higher weightage. For a
single subject, MAEMw is equivalent to MAEM.

3 Experiments and Results

For the experiments, we used the Acted Facial Ex-
pressions in The Wild (AFEW)1 [5] database. AFEW is
a temporal video database collected from movies based
on a semi-automatic subtitle parsing based technique.
It is the first facial expression database, which mimics
close-to-real-world scenarios and labelled multiple sub-
jects in a clip. The clips in the database have been col-
lected from movies of different genres such as the Harry
Potter series and Hugh Grant films, making the database
a challenging one.

For the example smile intensity estimation, 3400
faces in Flickr images were manually labelled for their
happiness intensity. The GPR based smile intensity es-
timation method is compared to Kernel Partial Least
Squares (KPLS) [10] and Support Vector Regression
(SVR) [3]. For KPLS, we set the value of latent fac-
tors as 8 and kernel size as 400. For SVR, a Radial Ba-
sis Function based kernel and parameters were searched
using a five-fold cross validation. Figure 4 describes the
comparison on the basis of Mean Average Error (MAE)
for smile intensity estimation based on GPR with KPLS
and non-linear SVM. The MAE for GPR is 0.7180, for
KPLS is 0.9625 , for PLS is 0.9649 and for non-linear
SVR is 1.108. We also evaluated the performance of the
proposed method on a ‘happy’ clip from the FEEDTUM
[14] database. Figure 6 exemplifies the performance of
the smile intensity estimator for the GPR method.

Video Summarisation: MAEMw was used for
video summarisation. K-means clustering is applied

1Available at http://cs.anu.edu.au/few



Figure 5. Top row: Example frames from
a video. The two bottom rows show
the video summarisation results based on
MAEM and MAEMw (Sec. 2)

to the frame level happiness intensities. The distances
from each point to every centroid are sorted and the
frames with the least distance from the centroid are
chosen as the summary frames. Further, the selected
frames are sorted with respect to their original times-
tamps. Figure 5 shows the output for a short video clip
from AFEW containing multiple subjects. The black
boxes show the frames from the video clip, while the
middle and the bottom rows show the summarisation
frames computed by MAEM and MAEMw, respec-
tively. We conducted a user survey, where 10 users were
asked to rate on the scale of 0 (not good) - 5 (good),
the video summarisation results based on expression for
the two methods MAEM and MAEMw. A one-way
ANOVA analysis (p < 0.0001) shows that our hypoth-
esis behind adding weights to intensities holds.

4 Conclusions

The paper proposes a method for estimating the in-
tensity of a facial expression, which we demonstrate on
the example of finding the apex of happy expressions
in movie clips but which can be similarly applied to
other facial expressions. To this end, the smile intensity
is estimated based on a Gaussian Process Regression.
Further, for handling multiple subjects in a frame, a
weighted model based on contextual features is formu-
lated. The contextual feature comprises of the distance
to centroid normalised face sizes. We show that the
proposed method can be directly applied to expression-
based video summarisation. The proposed method can

Figure 6. Result for a clip from the FEED-
TUM database [14] (Sec. 2)

be easily used with other expressions as well.
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