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Optimizing Training-Based Transmission
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Abstract—We consider training-based transmissions over
multiple-input–multiple-output (MIMO) fading channels in the
presence of jamming. Each transmission block consists of a train-
ing phase and a data transmission phase. From an informa-
tion-theoretic viewpoint, we study the optimal energy allocation
between the two phases for both the legitimate user of the chan-
nel and the jammer. For a fixed jamming strategy, we derive a
closed-form solution of the optimal transmit energy allocation for
the legitimate user and show that the optimal training length is
equal to the number of transmit antennas. On the other hand,
if the jammer has optimized its strategy, the best choice for the
training length is shown to be larger than the number of transmit
antennas and approaches half of the block length at low signal-to-
jamming-and-noise ratio (SJNR). From the jammer’s perspective,
we derive closed-form solutions of the optimal jamming energy
allocation. Numerical results demonstrate 30%–50% performance
gains by using optimal designs in various scenarios. We also model
the energy allocation problem as a zero-sum game and prove
the existence and uniqueness of the Nash equilibrium when the
training length is fixed. Furthermore, we extend our analysis to
the case where the channel state information (CSI) is available at
the transmitter. We show that many results found for systems with
no transmitter CSI are also valid for systems with full transmit-
ter CSI.

Index Terms—Energy allocation, ergodic capacity, jamming,
multiple-input–multiple-output (MIMO), nash equilibrium (NE),
training-based transmission.

I. INTRODUCTION

THE PROBLEM of jamming in wireless communications
has drawn considerable attention and exists in many

practical scenarios. For example, the use of jamming signals
can destroy the communication of the enemy in a battlefield
or result in dissatisfactory quality of service in a commercial
network. Recently, jamming has also been applied on cognitive
radio systems to prevent the secondary user from using the
available channel [1]. Since the jammer and the legitimate
user(s) of the communication channel have opposite objectives,
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theoretical studies often model the problem of jamming as
zero-sum games [2]–[8]. The optimal transmission strategies
of the transmitter and the jammer were studied in [2] from an
information-theoretic viewpoint, assuming that the jammer has
knowledge of the transmitted message (i.e., correlated jam-
ming). This analysis was extended to multiple-input–multiple-
output (MIMO) fading channels in [3]. Considering long-term
energy constraints on blockwise transmissions, the optimal
transmit and jamming energy allocations among multiple
blocks were found as minimax and maximin solutions in [4]
and [5]. The game-theoretical study of correlated jamming was
further extended to multiple users in multiple access channels
in [6] and [7], as well as multiple parallel channels in [8].

One of the main assumptions in the aforementioned works
is perfect knowledge of the channel state information (CSI)
at the receiver. In practical scenarios, however, the CSI needs
to be estimated and, hence, is never perfectly known. One
common approach to enable channel estimation at the receiver
is the pilot-assisted transmission scheme (or training-based
transmission scheme), in which known pilot symbols are pe-
riodically inserted into data transmission blocks [9]. When a
jammer is present, jamming noise during the pilot transmission
(or training) can result in poor channel estimation and hence
impair the data detection. Similar to multiuser interference
suppression techniques, iterative algorithms were proposed to
estimate and remove jamming noises in [10] and [11]. An
improved channel estimation scheme was proposed in [12]
for orthogonal frequency-division multiplexing systems, which
detects and removes jammed pilot subcarriers. The effect of
jamming on the information capacity in wideband regime was
studied in [13] and [14], and their results showed the benefit
of having impulsive training that randomly changes its position
in a transmission block. While the studies in [10]–[14] focused
on the design from the legitimate user’s point of view, very few
existing results look at the design of smart jamming in training-
based transmissions. Recently, jamming strategies, which make
use of the legitimate user’s CSI, were proposed to attack
the channel estimation in singular-value-decomposition-based
MIMO systems, as well as systems using space-time block
codes [15].

In this paper, we study training-based MIMO systems in
fading channels with jamming. In energy-constrained com-
munications, the energy allocation between training and data
transmission is an important design parameter. Many works
have been devoted to analyzing the tradeoff in the transmission
time and energy allocation between training and data trans-
mission in jamming-free systems, e.g., in [16] and [17]. To
the best of the authors’ knowledge, no such study has been
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carried out for systems with jamming. In this paper, we consider
systems with both the legitimate user and the jammer having
their own energy constraints and study the optimal energy
allocation between training and data transmission, as well as
the optimal training length (i.e., the number of pilot symbols in
a transmission block). The figure of merit for the optimization
problems is a lower bound on the ergodic capacity, which gives
an achievable data rate for training-based transmission in the
presence of jamming. From the legitimate user’s perspective,
optimizing the transmit energy allocation and training length
can improve the achievable data rate. On the other hand, from
the jammer’s perspective, optimizing the jamming energy al-
location between the training phase and the data transmission
phase can degrade the data rate of the legitimate user. We
provide design guidelines in various practical scenarios from
the viewpoints of both the legitimate user and the jammer.

The main contributions of this work are summarized here.
1) In Section IV, we study the optimal strategy on the

designer side, assuming that the opponent strategy is
fixed and known to the designer. For a fixed jammer’s
strategy, we derive a closed-form solution for the optimal
legitimate user’s energy allocation and show that the
optimal training length is equal to the number of transmit
antennas. For a fixed legitimate user’s strategy, we derive
a closed-form solution for the optimal jamming energy
allocation. Our results reveal that imbalance in the signal-
to-jamming-and-noise ratio (SJNR) is desirable for the
jammer but harmful to the legitimate user.

2) In Section V, we consider that the designer aims to find
a robust (fixed) strategy that gives the best performance
under the worst case scenario, assuming that the oppo-
nent can always optimize its strategy. In particular, we
show that the robust choice of the training length is
generally larger than the number of transmit antennas
and approaches half of the block length in the low-SJNR
regime.

3) In Section VI, we take a game-theoretic approach and
model the energy allocation problem as a two-person
zero-sum game. We prove that there always exists one and
only one Nash equilibrium (NE) point when the training
length is fixed.

4) We also study the case of full transmitter CSI in
Section VII. We show that many results found for systems
with no transmitter CSI are also valid for systems with
full transmitter CSI, which can be a good message for the
designer of both the legitimate user and the jammer.

The following notations will be used in this paper: Bold-
face upper and lower case letters denote matrices and column
vectors, respectively. I is the identity matrix, [·]† denotes the
complex conjugate transpose operation, E{·} denotes the math-
ematical expectation, and | · | denotes the matrix determinant.

II. SYSTEM MODEL

We consider a flat-fading MIMO communication system
with Nt transmit antennas and Nr receive antennas, which is
referred to as the legitimate user of the wireless channel. In
addition, there is a jammer who aims to reduce the data rate

of the legitimate user by transmitting an artificial noise signal.
The received signal of the legitimate user is given by1

y = Hx + w + n (1)

where x and y are the Nt × 1 transmitted symbol vector and the
Nr × 1 received symbol vector, respectively. H is the Nr × Nt

channel gain matrix, w is the Nr × 1 received jamming noise,
and n is the Nr × 1 additive white Gaussian noise at the
receiver. We assume that H is circularly symmetric, whose
entries are independent and identically distributed (i.i.d.) zero-
mean complex Gaussian random variables. The same assump-
tion is made on n and w. Although the distribution of the
jamming signal w can be arbitrary in general, the Gaussian
distribution is found to be the optimal choice from the jammer’s
design point of view for Gaussian channels in [3]. Without loss
of generality, we normalize the variances of the entries in H
and n to one.

A. Training-Based Transmission

We consider a training-based blockwise transmission. Each
block starts with a training phase, followed by a data transmis-
sion phase. The durations of the training phase and data phase
are Lp symbol periods and Ld symbol periods, respectively.
Hence, the total duration of one transmission block is L =
Lp + Ld symbol periods. We assume that the channel gains
H remain constant during one block and change to some
independent values in the next block. Note that an idealized
impulsive training scheme was considered in [14], in which
the random positions of the pilot symbols are perfectly known
to the receiver but unknown to the jammer. To realize such
a scheme, the training power needs to be significantly higher
than the power of the data transmission and the jamming noise,
which may not be possible if the jamming power is sufficiently
high. It is also unclear whether this extremely unbalanced
energy allocation gives good data rate performance. In addition,
the jammer may be able to confuse the receiver regarding the
positions of the pilot symbols by using impulsive jamming.
Therefore, we do not consider impulsive training and apply the
conventional training scheme in this work.

During the training phase, the transmitter sends Lp pilot
symbols, which are used by the receiver to estimate H . We
assume that Lp ≥ Nt; therefore, there are at least as many
measurements as unknowns for estimation. During the data
transmission phase, the transmitter sends Ld data symbols, and
the receiver performs coherent detection using the estimated
channel gains. The signal power (per symbol) during training
and data transmission is given by Pp and Pd, respectively.

Apart from the legitimate user’s transmission, the jammer
also injects artificial noise signals. Similar to [13], we assume
that the jammer knows the training-based blockwise transmis-
sion and uses different power levels to jam training and data
transmission. The jamming signal power during the training
phase and data phase is denoted by Pwp and Pwd, respectively.

1Note that the fading gain of the channel from the jammer to the receiver is
absorbed into the jamming signal w [3], [13], [14].
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B. Channel Estimation

Collecting the received symbol vectors during training into
an Nr × Lp matrix, we have

Y p = HXp + W p + Np (2)

where Xp is the Nt × Lp pilot matrix, and W p and Np are the
jamming and noise matrix, respectively.

We consider the linear minimum mean square error
(LMMSE) estimator [18], which is given by

Ĥ = Y p

(
X†

pXp + (Pwp + 1)I
)−1

X†
p (3)

and the estimation error is given by H̃ = H − Ĥ . The optimal
Xp that minimizes the channel estimation error has an orthog-
onal structure such that XpX

†
p = (PpLp/Nt)I [16]. With the

orthogonal pilots, the variance of each element of H̃ is then
given by [18]

σ2
h̃

=
(

1 +
PpLp

Nt(Pwp + 1)

)−1

=
Pwp + 1

Pwp + 1 + PpLp/Nt
. (4)

III. PROBLEM FORMULATION

We consider an energy-constrained scenario, where the total
energy for a transmission block is fixed for both the legitimate
user and the jammer. This can also be interpreted as a constraint
on the average power over a transmission block [16]. We denote
the average power budgets (i.e., variances of each element in x
and w) for the legitimate user and the jammer as P and Pw,
respectively. Indeed, P and Pw can also be seen as the average
received signal power and the average received jamming power,
respectively, due to the normalization in the variance of the
channel gains, as well as the absorption of the jammer’s channel
gain into the jamming signal. We assume that the jammer has
certain knowledge about the communication system that it is at-
tacking on, including the locations of the legitimate transmitter
and receiver, as well as the path-loss exponent of the wireless
environment (which can be obtained through measurements).
Under this assumption, the jammer can infer the values of the
average received signal and jamming power, i.e., P and Pw,
respectively, from its measurements and the distances between
the three terminals. In addition, the values of P and Pw can
also be measured by the legitimate receiver and obtained at the
legitimate transmitter through feedback.

In training-based transmission, an important design parame-
ter is the energy allocation between the training phase and the
data transmission phase. We denote the ratio of the total energy
allocated to the training phase as φ and ζ for the legitimate user
and the jammer, respectively. Hence, for the legitimate user, we
have

Pp =
φPL

Lp
, Pd =

(1 − φ)PL

Ld
. (5)

For the jammer, we have

Pwp =
ζPwL

Lp
, Pwd =

(1 − ζ)PwL

Ld
. (6)

Apart from the energy allocation ratio φ, the training length Lp

(and the data length Ld) is also an important design parameter
for the legitimate user.

In this paper, we provide a comprehensive study on the
optimal energy allocation for both the legitimate user and the
jammer in various scenarios described here.

1) Optimal Legitimate User Design: The jammer has a fixed
jamming strategy, which can be easily measured by the
legitimate user. From the legitimate user’s point of view,
we aim to find the optimal values of φ and Lp for a given
value of ζ.

2) Optimal Jammer Design: This is the opposite case of the
optimal legitimate user design, in which the roles of the
legitimate user and the jammer are swapped in Scenario 1.
From the jammer’s point of view, we aim to find the
optimal value of ζ, for the given values of φ and Lp.

3) Robust Legitimate User Design: The jammer can quickly
track and react to the legitimate user’s strategy, whereas
the legitimate user is less capable of fast tracking and
adaptation (or the legitimate user simply wants to have a
fixed strategy). We describe the jammer in this scenario as
a smart jammer. From the legitimate user’s point of view,
we aim to find fixed values of φ and Lp, which give the
best performance under the worst case scenario, assuming
that the smart jammer always chooses the optimal value
of ζ.

4) Robust Jammer Design: This is the opposite case of the
robust legitimate user design, in which the roles of the
legitimate user and the jammer are swapped in Scenario 3.
From the jammer’s point of view, we aim to find a fixed
value of ζ, which gives the best performance under the
worst case scenario, assuming that the smart legitimate
user always chooses the optimal values of φ and Lp.

The objective function of the aforementioned optimization
problems is the achievable data rate, the supreme of which is
characterized by the ergodic capacity of the legitimate user. Al-
though the exact expression of the ergodic capacity is unknown,
one commonly used lower bound can be found by following
[16] and [19] as

CLB =
Ld

L
E

{
log2

∣∣∣∣∣I + ρeff
H0H

†
0

Nt

∣∣∣∣∣
}

(7)

where H0 is statistically identical to H , the fraction Ld/L
accounts for the capacity loss due to training overhead, and ρeff

is referred to as the effective signal-to-ratio (SNR) given as

ρeff =

(
1 − σ2

h̃

)
Pd

Pwd + 1 + σ2
h̃
Pd

=
PdPpLp/Nt

(Pwd + 1)(Pwp + 1 + PpLp/Nt) + (Pwp + 1)Pd
.

(8)

This ergodic capacity lower bound, which gives an achievable
rate, was used as the objective function to optimize the training
length and energy allocation in jamming-free systems in [16],
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and the tightness of this bounding technique was verified for
Gaussian inputs with LMMSE channel estimation in [20]. In
the succeeding sections, we will use CLB in (7) as the objective
function to study the proposed optimization problems.

IV. OPTIMAL DESIGN AGAINST A

FIXED OPPONENT’S STRATEGY

In this section, we provide analytical solutions for the opti-
mal legitimate user design and the optimal jammer design.

A. Design of the Legitimate User

The optimal legitimate user design problem can be written
as arg maxLp,φ CLB, and its solution is given in the following
lemma:

Lemma 1: The optimal energy allocation of the legitimate
user against a fixed jamming strategy (for any given training
length) is given as

φ∗ =

⎧⎨
⎩

γ −√γ(γ − 1), if (Pwp + 1)Nt > (Pwd + 1)Ld
1
2 , if (Pwp + 1)Nt = (Pwd + 1)Ld

γ +
√

γ(γ − 1), if (Pwp + 1)Nt < (Pwd + 1)Ld

(9)
where

γ=
(Pwp+1)PLNt+(Pwd+1)(Pwp+1)LdNt

(Pwp+1)PLNt−(Pwd+1)PLLd
(10)

=

(
ζPwL

Lp
+1
)
PLNt+

(
(1−ζ)PwL

Ld
+1
)(

ζPwL
Lp

+1
)

LdNt(
ζPwL

Lp
+1
)
PLNt−

(
(1−ζ)PwL

Ld
+1
)
PLLd

(11)

where (11) is obtained by substituting (6) into (10). Further-
more, the optimal training length is equal to the number of
transmit antennas,2 i.e., L∗

p = Nt.
Proof: See Appendix A.

The optimal energy allocation for the special case of
jamming-free systems can be obtained by letting Pwp = 0 and
Pwd = 0 in (9). We see from Lemma 1 that the optimal training
length is the same, regardless of the presence of jamming.

The following corollary shows how φ∗ changes with ζ.
Corollary 1: The optimal energy allocation φ∗ is a continu-

ous and increasing function of ζ.
Proof: See Appendix B.

Corollary 1 implies that the legitimate user should increase
the training (data) power if the jammer increases its power
during the training (data) phase. In other words, the legitimate
user should balance the SJNR between the training and data
transmission to achieve a high data rate.

In the case of Pw � P , i.e., the jamming power is much
higher than the desired signal power, the effective SNR can be
approximated as

ρeff ≈ (1 − φ)φ(PL)2

(Pwd + 1)(Pwp + 1)LdNt
. (12)

2We presented the expression of φ∗ for any given Lp and Ld in (9) as it will
be used in later sections. With the optimal training length given by L∗

p = Nt,
the expression of φ∗ can be simplified by letting Lp = Nt and Ld = L − Nt.

Hence, the optimal energy allocation strategy is given by φ∗ =
1/2, which is the same as the result reported in [16] for the case
of asymptotically low SNR in jamming-free systems.

In the case of P � Pw, i.e., the desired signal power is
much higher than the jamming power, the value of γ can be
approximated as

γ ≈ (Pwp + 1)Nt

(Pwp + 1)Nt − (Pwd + 1)Ld
. (13)

We see from (13) that the optimal energy allocation strongly
depends on the jamming power and the jammer’s strategy, even
though the desired signal is much stronger than the jamming
signal. This result cannot be predicted by the high SNR analysis
in jamming-free systems in [16].

B. Design of the Jammer

Now, let us turn our attention to the jammer side and study
the optimal jamming energy allocation problem, which can
be written as arg minζ CLB. Since the legitimate user’s strat-
egy, i.e., φ and Lp, is fixed, minimizing CLB is the same as
minimizing ρeff . Hence, the problem reduces to arg minζ ρeff .
Intuitively, it is more efficient to jam the training phase since
a short burst of strong jamming signal can effectively increase
the channel estimation error and, hence, harm the data detection
of the legitimate user. Therefore, one may expect that the
optimal jamming strategy is to concentrate all energy in the
training phase, i.e., ζ∗ = 1. The following lemma shows that
this expectation is usually not correct:

Lemma 2: The optimal jamming energy allocation against a
fixed legitimate user’s strategy is given as

ζ∗ =

⎧⎨
⎩

0, if PwL < −κ
1, if PwL < κ
PwL+κ
2PwL , otherwise

(14)

where

κ =Ld − Lp + PdLd − PpL
2
p/Nt (15)

=Ld − Lp + PL − PLφ(1 + Lp/Nt) (16)

where (16) is obtained by substituting (5) into (15).
Proof: The optimal jamming energy allocation, ζ∗, is

found by solving arg maxζ ρ−1
eff . Substituting (6) into (8), the

optimal jamming energy allocation is given by

arg max
ζ

ρ−1
eff = arg max

ζ

{
ζ(1 − ζ)PwL

LdLp
+

1 − ζ

Ld
+

ζ

Lp

+
(1 − ζ)PpLp

LdNt
+

ζPd

Lp

}
(17)

=
PwL + κ

2PwL
(18)

where κ is defined in (15). Since ζ ∈ [0, 1], ζ∗ is given by (18)
if it is within this range. From (17), one can show that this
objective function is concave in ζ. Therefore, ζ∗ = 1 if (18) is
greater than 1 and ζ∗ = 0 if (18) is smaller than 0. �
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Corollary 2: The optimal jamming energy allocation ζ∗ is a
continuous and non-increasing function of φ.

Corollary 2 implies that the jammer should increase its power
during the training (data) phase if the legitimate user decreases
its power during the training (data) phase. In other words,
imbalance in the SJNR between the two transmission phases
is desirable for the jammer.

In the case of Pw � P and assuming that the jamming power
is at least comparable with the receiver noise power, i.e., Pw ≥
1, the optimal jamming energy allocation is given by

ζ∗ =
PwL + κ

2PwL
≈ PwL + Ld − Lp

2PwL
(19)

which is independent of the legitimate user’s energy allocation
strategy. In this case, it is never optimal to jam the training (or
data) phase only. Furthermore, ζ∗ = 1/2, as Pw → ∞.

V. ROBUST DESIGN AGAINST THE

OPTIMAL OPPONENT’S STRATEGY

In this section, we investigate the problems of the robust
legitimate user design and the robust jammer design.

A. Design of the Legitimate User

The robust legitimate user design problem can be written
as a max-min problem: maxLp,φ minζ CLB. The inner (min)
problem has already been solved in Section IV-B, and the
optimal value of ζ is given in (14), whereas the outer (max)
problem can be numerically solved. The following two lem-
mas provide analytical solutions in the two limiting cases of
Pw � P and P � Pw, with the assumption that the average
jamming power is greater than or equal to the receiver noise
power, i.e., Pw ≥ 1.

Lemma 3: In the case of Pw � P , the robust legitimate user
design is given by

Lo
p =

L

2
and φo =

1
2
. (20)

Proof: See Appendix C.
Lemma 4: In the case of P � Pw, the robust legitimate user

design is given by

Lo
p = Nt and φo =

1
2
. (21)

Proof: See Appendix D.
Unlike the optimal legitimate user design in which the opti-

mal training length is always equal to the number of transmit
antennas, the robust design of the training length is usually
larger than the number of transmit antennas and approaches half
of the block length in the low-SJNR regime.

B. Design of the Jammer

Again, we turn our attention to the jammer side and study the
jamming energy allocation strategy. The problem can be written

as a min-max problem: minζ maxLp,φ CLB. The inner (max)
problem has already been solved in Section IV-A. The optimal
training length is given by Lp = Nt, and the optimal value of φ
is given in (9). The solution to the outer problem is stated in the
following lemma for the case of Pw ≥ 1:

Lemma 5: The robust jammer design is given by

ζo =
PwL + L − 2Nt

2PwL
. (22)

Proof: With the optimal training length given by Lp =
Nt, the min-max problem reduces to minζ maxφ ρeff . In
Section VI, we will show that this min-max problem is equiva-
lent to the max-min problem: maxφ minζ ρeff . In Appendix D,
we have shown that the value of φ that solves the max-min
problem with Lp = Nt is given by φ = 1/2. Therefore, the cor-
responding value of ζ, which solves the max-min (and, hence,
the min-max) problem, is given by ζ = (PwL + κ)/(2PwL) =
(PwL + L − 2Nt)/(2PwL). �

From Lemma 5, we see that the robust jamming energy
allocation depends on its power (or energy) budget. For most
practical scenarios where L > 2Nt, ζo is a decreasing function
of Pw, and ζo → 1/2, as Pw → ∞.

VI. GAME-THEORETIC ANALYSIS

In the previous sections, we considered the design problems
from either the legitimate user side or the jammer side in
various scenarios. In this section, we take a game-theoretic
approach and study the behaviors of the communication system.

As the legitimate user and the jammer have exactly opposite
objectives, the communication system can be modeled as a two-
person zero-sum game. We consider a static game in strategic
form [21]. The two players are the legitimate user and the
jammer. The strategy of the legitimate user is the transmit
energy allocation φ and the training length Lp, whereas the
strategy of the jammer is the jamming energy allocation ζ.
Note that the strategies are pure, as they are deterministic.
The utility functions of the legitimate user and the jammer are
CLB and −CLB, respectively. The main problem of interest is
the existence and uniqueness of NE. For two-person zero-sum
games with pure strategy spaces, NE may or may not exist,
and it may not be unique if exists. When NE does exist and
is reached, no player can unilaterally change its strategy to
increase its utility [21].

For a two-person zero-sum game, an NE point also coincides
with the max-min and min-max points [22]. The existence of
an NE requires at least a max-min point and a min-max point
to be co-located. From the analytical results in Section V and
the numerical results to be presented in Section VIII, we know
that the training length Lp at the max-min point is generally
larger than Nt, whereas the training length Lp at the min-max
point is always equal to Nt. In other words, the value of Lp at
the max-min point is different from that at the min-max point.
Therefore, NE does not exist for the game in general.

However, one can show the existence of an NE when the
training length is fixed (i.e., when the training length is not
part of the legitimate user’s strategy in the game). This result
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is stated in the next lemma, which was used to prove Lemma 5
in Section V-B. Note that the utility functions of the legitimate
user and the jammer reduce to ρeff and −ρeff , respectively, for
any fixed training length.

Lemma 6: This game always has one and only one NE for
any fixed training length.

Proof: The existence of NE is proven from the concavity
of the utility function in the strategy of each player [22].
Recall ρeff given in (8). By substituting φ from (5) and directly
computing the second derivative of ρeff w.r.t. φ, it can be shown
that the second derivative is negative for any φ ∈ [0, 1]. In
addition, we have seen in the proof of Lemma 2 that ρ−1

eff is
concave in ζ. Therefore, ρeff is convex in ζ [23], which implies
that −ρeff is concave in ζ. The existence of NE is proven.

In Lemmas 1 and 2, we have obtained the best response of
each player. Specifically, the expression of φ as a function of
ζ, in (9), is the best response of the legitimate user, and the
expression of ζ as a function of φ, in (14), is the best response of
the jammer. Since any pair of φ and ζ that satisfies both (9) and
(14) is an NE point, we can count the number of intersection
points of the two curves described by (9) and (14) to obtain
the number of NE points (see Fig. 7 for examples). Using the
continuity and monotonicity results stated in Corollaries 1 and
2, one can see that there is at most one NE point. Since we have
just shown the existence of NE, we conclude that there is one
and only one NE point. Hence, the uniqueness is proven. �

With the existence and uniqueness of NE, the strategy of
each player is unique and known (and indeed does not need
to be known) to each other before playing the game. Hence, the
game always starts at the NE point, and the effective SNR or
the capacity lower bound is strictly determined. For example,
the strategy of the legitimate user and the jammer is given by
φ = 1/2 and ζ = (PwL + L − 2Nt)/(2PwL) for systems with
Lp = Nt.

VII. FULL TRANSMITTER CHANNEL STATE INFORMATION

So far, we have assumed that the transmitter has no CSI
and hence uses equal power transmission among the transmit
antennas. In this section, we consider the case of full transmitter
CSI, which means that the transmitter has the same CSI as the
receiver does. This can be achieved by having a perfect feed-
back link from the receiver to the transmitter, which enables the
channel estimates Ĥ to be sent back after the training phase. In
reality, the feedback link is never perfect, and the imperfection
can be in the form of noise or delay, which is beyond the scope
of this work.

It is well known that the capacity-maximizing data trans-
mission follows a water-filling solution. Denote the nonzero

eigenvalues of Ĥ
†
Ĥ by λi, where i = 1, 2, . . . , n, and n is

the rank of Ĥ
†
Ĥ . Following the derivation in [19], the ergodic

capacity lower bound is found as

CLB =
Ld

L
E

{
n∑

i=1

log2

(
1 +

1 − σ2
h̃

Pwd + 1 + σ2
h̃
Pd

λipi

)}

(23)

Fig. 1. Ergodic capacity lower bound CLB in (7) versus the average transmit
power P for Nt × Nr = 4 × 4 systems with a block length of L = 50 and
training length of Lp = 4. The jamming energy allocation is fixed to ζ = 0.5.
The solid lines indicate CLB achieved by using the optimal energy allocation
φ given in (9). We also plot CLB achieved by two suboptimal choices of φ:
The dashed lines (which are denoted as S1) indicate CLB achieved by using
the optimal φ for systems in which the jamming signal is simply treated as
additional receiver noise with variance of Pw . The dash-dotted lines (which
are denoted as S2) indicate CLB achieved by using the optimal φ for jamming-
free systems.

where

pi =

⎡
⎣μ −

(
1 − σ2

h̃

Pwd + 1 + σ2
h̃
Pd

λi

)−1
⎤
⎦

+

,

n∑
i=1

pi = Pd

(24)

where [z]+ = max{0, z}. The following proposition summa-
rizes a few important results in the case of full transmit-
ter CSI.

Proposition 1: All the analytical results on the energy allo-
cation and training length obtained for systems with no trans-
mitter CSI, i.e., all the lemmas and corollaries in the previous
sections, are also valid for systems with full transmitter CSI.

Proof: See Appendix E.
Proposition 1 implies that the optimal designs are the same

for systems with no transmitter CSI and systems with full
transmitter CSI in many scenarios. This is a good message for
the designer of both the legitimate user and the jammer.

VIII. NUMERICAL RESULTS

In this section, we present numerical results for systems
with no transmitter CSI to illustrate data rate improvement or
degradation by using the derived energy allocation strategies.

Fig. 1 shows the legitimate user’s performance gain from
optimizing the energy allocation. The jammer’s strategy is set to
ζ = 0.5, i.e., half of the total energy is used to jam the training
phase. We plot CLB achieved by using the optimal φ against
jamming given in (9), as well as two suboptimal choices of φ
for comparison, i.e., the optimal φ for systems in which the
jamming signal is simply treated as additional receiver noise
with variance of Pw (which is denoted as S1) and the optimal
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Fig. 2. Ergodic capacity lower bound CLB in (7) versus the average jamming
power Pw for Nt × Nr = 4 × 4 systems with a block length of L = 50 and
a training length of Lp = 4. The legitimate user’s energy allocation is set to
the optimal φ for jamming-free systems. The solid lines indicate CLB achieved
by using the optimal jamming energy allocation ζ given in (14). The dashed
lines indicate CLB achieved by using the uniform jamming energy distribution
ζ = Lp/L.

φ for jamming-free systems (which is denoted as S2). It is
clear that the data rate improvement by optimizing φ against
jamming is significant. For example, the rate achieved using
the optimal strategy, at the operating point of P = 10 dB and
Pw = 10 dB, is 16% and 30% higher than that achieved using
S1 and S2, respectively. This result clearly shows the benefit
of optimizing the energy allocation according to the jammer’s
strategy.

Fig. 2 shows the jammer’s performance gain from optimizing
the energy allocation. The legitimate user’s energy allocation
is set to the optimal φ for jamming-free systems. We plot
CLB achieved by using the optimal ζ given in (14), as well as
the uniform jamming energy distribution ζ = Lp/L, i.e., the
jamming power is fixed throughout the transmission block. It is
clear that the data rate degradation by optimizing ζ is significant
and can reach 50% when Pw > P .

Now, we look at the robust design of the legitimate user
against smart jamming. Fig. 3 shows the robust training length
Lo

p. As the average power budget P increases, a shorter train-
ing length is desirable for rate maximization against smart
jamming. We also see that Lo

p approaches L/2 = 25 when
P 	 Pw and Lo

p approaches Nt = 4 when P � Pw. Note that
the rate of convergence of Lo

p → Nt as P/Pw → ∞ is slow
and, hence, cannot be clearly observed in Fig. 3. For example,
Lo

p reaches Nt = 4 at P = 30 dB in the case of Pw = 0 dB
(plot omitted for brevity). These observations agree with our
analytical results in Section V-A. Comparing the three curves
with different jamming powers Pw, one can also see that a
longer training length is needed when the jamming power
increases.

Fig. 4 shows the robust energy allocation φo against smart
jamming. Unlike the robust training length, the value of φo

is not a monotonic function of the average power budget P .
In general, we see that φo < 0.5, i.e., more energy should be
used for data transmission. We have also confirmed that φo

converges to 0.5 as P/Pw approaches zero or infinity, although

Fig. 3. Legitimate user’s robust design of training length Lo
p versus the

average transmit power P for Nt × Nr = 4 × 4 systems with a block length
of L = 50. The jammer always chooses its optimal energy allocation strategy
to minimize the ergodic capacity lower bound CLB.

Fig. 4. Legitimate user’s robust design of energy allocation φo versus the
average transmit power P for Nt × Nr = 4 × 4 systems with a block length
of L = 50. The jammer always chooses its optimal energy allocation strategy
to minimize the ergodic capacity lower bound CLB.

the convergence as P/Pw → ∞ is slow (plots omitted for
brevity).

The performance gain of the legitimate user from using the
robust design is shown in Fig. 5. First, we observe a significant
rate improvement from using the robust energy allocation alone,
by comparing the dashed lines with the dash-dotted lines. For
example, this rate improvement at P = 10 dB is 23% for Pw =
0 dB and 41% for Pw = 10 dB. Second, the additional rate
improvement by using the robust training length is significant
at low P , which is observed by comparing the solid lines
with the dashed lines. However, this improvement becomes less
noticeable as P increases.

Next, we illustrate the jammer’s performance gain from
using the robust jamming energy allocation against a smart
legitimate user in Fig. 6. Comparing with the uniform jamming
energy distribution given by ζ = Lp/L, the rate degradation by
using the robust design is significant and can reach 30% when
Pw > P .



ZHOU et al.: OPTIMIZING TRAINING-BASED TRANSMISSION AGAINST SMART JAMMING 2651

Fig. 5. Ergodic capacity lower bound CLB in (7) versus the average transmit
power P for Nt × Nr = 4 × 4 systems with a block length of L = 50.
The jamming energy allocation is optimized to minimize CLB. We show
CLB achieved by using the robust design of both training length and energy
allocation (solid lines), the robust design of energy allocation only (dashed
lines), and the optimal design for jamming-free systems as a suboptimal choice
(dash-dotted lines).

Fig. 6. Ergodic capacity lower bound CLB in (7) versus the average jamming
power Pw for Nt × Nr = 4 × 4 systems with a block length of L = 50.
The legitimate user’s energy allocation is optimized to maximize CLB. We
show CLB achieved by using (solid lines) the robust design of jamming energy
allocation and (dashed lines) the uniform jamming energy allocation.

Finally, we take the game-theoretic view and plot the best
response functions in (9) and (14) in Fig. 7 for two different
scenarios. Recall that an intersection point of the best response
curves corresponds to an NE point. We see from Fig. 7 that there
exists exactly one NE point in both scenarios. For example,
in the operating scenario of Pw = 10 dB and P = 10 dB, the
players’ strategies at the NE point are given by φ = 0.404 and
ζ = 0.428. This result confirms the existence and uniqueness of
NE proved in Lemma 6.

Fig. 7. Best response curves described in (9) and (14) for Nt × Nr = 4 × 4
systems with a training length of Lp = 8 and a block length of L = 50. Two
operating scenarios are shown: one at Pw = 10 dB, P = 10 dB and the other
at Pw = 0 dB, P = 20 dB. The intersection points of the two best response
curves are the NE points.

IX. CONCLUSION

In this paper, we have considered a training-based MIMO
system in the presence of a jammer and have studied the trade-
off in energy allocation between training and data transmission.
The legitimate user tries to maximize the achievable data rate
by optimizing the energy allocation, as well as the training
length, whereas the jammer tries to minimize the data rate of
the legitimate user by optimizing the jamming energy allocation
between the training phase and the data transmission phase. We
have provided a comprehensive analysis in various scenarios
and have derived simple design guidelines for both the legiti-
mate user and the jammer. Our analytical results have shown to
be valid for both systems with no transmitter CSI and systems
with full CSI. Furthermore, we have numerically demonstrated
a potential of 30%–50% performance improvement by using
the optimal designs.

APPENDIX A
PROOF OF LEMMA 1

We first find the optimal energy allocation, i.e., φ∗, for
any given training length. When the training length is fixed,
maximizing CLB is the same as maximizing ρeff . Hence, the
problem reduces to arg maxφ ρeff . We follow the approach
used for finding the optimal energy allocation in jamming-free
systems given in [16]. Substituting (5) into (8), we have (25),
shown at the bottom of the page.

If (Pwp + 1)Nt = (Pwd + 1)Ld, the optimization problem
arg maxφ ρeff reduces to

arg max
φ

φ(1 − φ) =
1
2
. (26)

ρeff =
(PL)2φ(1 − φ)

(Pwd + 1)(Pwp + 1)LdNt + (Pwp + 1)PLNt − [(Pwp + 1)Nt − (Pwd + 1)Ld]PLφ
. (25)
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If (Pwp + 1)Nt > (Pwd + 1)Ld, the optimization problem
arg maxφ ρeff reduces to

arg max
φ

PL

(Pwp + 1)Nt − (Pwd + 1)Ld
· φ(1 − φ)

γ − φ

= γ −
√

γ(γ − 1) (27)

where γ is defined in (10) and is larger than 1 in this case.
If (Pwp + 1)Nt < (Pwd + 1)Ld, the optimization problem

arg maxφ ρeff reduces to

arg max
φ

− PL

(Pwp + 1)Nt − (Pwd + 1)Ld
· φ(1 − φ)

φ − γ

= γ +
√

γ(γ − 1) (28)

where γ is defined in (10) and is smaller than 0 in this case.
Next, we prove that the optimal training length is equal to the

number of transmit antennas, i.e., L∗
p = Nt, with the optimal

energy allocation previously derived. Indeed, we only need to
show that L∗

p = Nt for any fixed φ.
Following [16], we let σ be an arbitrary nonzero eigenvalue

of H0H
†
0/Nt and n be the rank of H0H

†
0. The ergodic

capacity lower bound in (7) can be rewritten as

CLB =
nLd

L ln 2
E {ln(1 + ρeffσ)} (29)

and its derivative w.r.t. Ld (treating Ld as a real-valued number)
can be expressed as

dCLB

dLd
=

n

L ln 2
E

{
ln(1 + ρeffσ) − ρeffσ

1 + ρffσ
Ldρeff

dρ−1
eff

dLd

}
.

(30)

The aim is to show that dCLB/dLd > 0 for any fixed values
of φ, Pwp, and Pwd. Note that dCLB/dLd > 0 means that the
optimal data (training) length takes its largest (smallest) possi-
ble value.3 With the assumption of Lp ≥ Nt, dCLB/dLd > 0
implies L∗

p = Nt.
It can be shown that ln(1 + z) − z/(1 + z) is an increas-

ing function of z ∈ (0,∞) and it is equal to zero at z = 0.
Since ρeffσ ≥ 0, it can be seen that ln(1 + ρeffσ) − ρeffσ/(1 +
ρeffσ) ≥ 0. To show dCLB/dLd > 0, it suffices to show that
Ldρeff(dρ−1

eff /dLd) < 1. For any fixed φ, the training energy
PpLp is fixed. Using (8), we have

Ldρeff
dρ−1

eff

dLd

=
(Pwd + 1)(Pwp + 1 + PpLp/Nt)

(Pwd + 1)(Pwp + 1 + PpLp/Nt) + (Pwp + 1)Pd
< 1.

(31)

Therefore, we have proven that L∗
p = Nt for any fixed φ.

This directly implies that L∗
p = Nt for the optimal value

of φ (which is a function of Lp). To see this, we denote
the strategy of choosing φ and Lp as {φ,Lp} and denote
φ∗(l) as the optimal energy allocation for Lp = l. Hence,

3dCLB/dLd > 0 implies that CLB increases with Ld ∈ (0,∞). Although,
in reality, Ld only takes discrete values, CLB still increases with Ld ∈
{1, 2, 3, . . .}.

we have {φ∗(Nt), Nt}1 
CLB {φ,Nt},∀φ, where 
CLB is
the ordering w.r.t. CLB that the strategies give. In addition,
we have just proven that {φ,Nt} 
CLB {φ,Lp},∀Lp. Com-
bining the two ordering and choosing φ = φ∗(Lp), we have
{φ∗(Nt), Nt} 
CLB {φ∗(Lp), Lp},∀Lp. Therefore, we have
proven that L∗

p = Nt when the optimal φ∗ is used. �

APPENDIX B
PROOF OF COROLLARY 1

According to (9), the range of ζ ∈ [0, 1] is divided into (at
most) three intervals in which the expression of φ∗ has different
mathematical descriptions. First, we show the continuity of φ∗

as follows: Considering the case of (Pwp + 1)Nt > (Pwd +
1)Ld, when (Pwp + 1)Nt → (Pwd + 1)Ld from above, we
have γ → ∞, and hence

lim
γ→∞φ∗ = lim

γ→∞

{
γ −

√
γ2 − γ

}
= lim

γ→∞

{
γ − γ

√
1 + (−γ)−1

}
= γ − γ

(
1 − 1

2γ

)
=

1
2

(32)

where (32) is obtained using the binomial series expansion. Us-
ing a similar argument for the case of (Pwp + 1)Nt < (Pwd +
1)Ld, one can show that limγ→−∞ φ∗ = 1/2 as (Pwp +
1)Nt → (Pwd + 1)Ld from below. Hence, the continuity is
proven.

Next, we show that φ∗ is an increasing function of ζ. Consid-
ering the case of (Pwp + 1)Nt > (Pwd + 1)Ld or equivalently
ζ > (PwL + Ld − Nt)/[PwL(1 + Nt/Lp)], we have

dφ∗

dγ
= 1 − γ − 1

2√
γ(γ − 1)

< 1 − γ − 1
2√(

γ − 1
2

) (
γ − 1

2

) = 0.

(33)

Similarly, one can show that dφ∗/dγ < 0 for the case of
(Pwp + 1)Nt < (Pwd + 1)Ld or equivalently ζ < (PwL +
Ld − Nt)/[PwL(1 + Nt/Lp)]. Furthermore, by taking the
derivative of γ in (11) w.r.t. ζ, we find that there is no real root
to dγ/dζ = 0. This implies that γ, as a function of ζ, has neither
local maximum nor local minimum. Using (11), it can also
be shown that γ is continuous on ζ ∈ (−∞,∞), except for a
singular point at ζ = (PwL + Ld − Nt)/[PwL(1 + Nt/Lp)].
When ζ → (PwL + Ld − Nt)/[PwL(1 + Nt/Lp)] from be-
low, γ → −∞. When ζ → (PwL + Ld − Nt)/[PwL(1 +
Nt/Lp)] from above, γ → ∞. Therefore, γ must be a decreas-
ing function of ζ, i.e., dγ/dζ < 0, on both sides of the singular
point. Having dφ∗/dγ < 0 and dγ/dζ < 0, as well as the fact
that φ∗ is continuous on ζ ∈ [0, 1], we conclude that φ∗ is an
increasing function of ζ ∈ [0, 1]. �

APPENDIX C
PROOF OF LEMMA 3

In the case of Pw � P , the optimal jamming energy alloca-
tion in (14) can be approximated as

ζ∗ ≈ PwL + Ld − Lp

2PwL
. (34)
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Therefore, the jamming power Pwp and Pwd depend on the
training length Lp but not on the legitimate user’s energy
allocation φ. Moreover, the effective SNR in (8) can be approxi-
mated as

ρeff ≈ (1 − φ)φ(PL)2

(Pwd + 1)(Pwp + 1)LdNt
. (35)

The value of φ that maximizes ρeff is given by φo = 1/2.
Furthermore, ρeff → 0 as Pw/P → ∞, and hence, the er-

godic capacity lower bound given in (29) can be approxi-
mated as

CLB ≈ nLd

L ln 2
ρeffE{σ} (36)

≈ nE{σ}
L ln 2

· (PL)2/4
(Pwd + 1)(Pwp + 1)Nt

(37)

≈ nE{σ}(PL)2

4LNt ln 2

[( PwL

2(L − Lp)
+

Lp

2(L − Lp)
+

1
2

)

·
(PwL

2Lp
+

L − Lp

2Lp
+

1
2

)]−1

(38)

where (36) is obtained using Taylor’s series expansion of ln(·),
(37) is obtained by substituting φo = 1/2 into ρeff in (35), and
(38) is obtained by using (34). The optimal training length is
then given by

Lo
p = arg min

Lp

{( PwL

2(L − Lp)
+

Lp

2(L − Lp)
+

1
2

)

·
(PwL

2Lp
+

L − Lp

2Lp
+

1
2

)}
(39)

which can be directly solved to be L/2. �

APPENDIX D
PROOF OF LEMMA 4

We first show in the regime of P � Pw that the train-
ing length for robust design is given by Lo

p = Nt with the
optimal jamming strategy given in (14). Recalling the proof
of Lemma 1 in Appendix A, we have dCLB/dLd given in
(30). As P/Pw → ∞, it can be shown that ρeff = O(P) and
dρ−1

eff /dLd = O(P−1), where O(·) is the Big O notation. (The
detailed derivation is tedious and straightforward and is, hence,
omitted.) Therefore, [ρeffσ/(1 + ρeffσ)]Ldρeff(dρ−1

eff /dLd) =
O(1), and hence, dCLB/dLd > 0 in the regime of P � Pw.
This implies that the robust training length takes its smallest
possible value, i.e., Lo

p = Nt.
Next, we prove a stronger result for the robust energy al-

location. We will show that the energy allocation for robust
design with Lp = Nt is given by φo = 1/2 for any value of
P . Substituting Lp = Nt into the general expression of the
effective SNR in (8), we have

ρeff =
PdPp

(Pwd + 1)(Pwp + 1 + Pp) + (Pwp + 1)Pd
. (40)

This can be rewritten in terms of φ and ζ using (5) and (6).
The optimal jamming energy allocation given in (14) can be

rewritten as

ζ∗ =

⎧⎪⎨
⎪⎩

0, if 1 > φ > 1
2 + PwL+Ld−Lp

PL

1, if 0 < φ < 1
2 − PwL−Ld+Lp

PLPwL+κ
2PwL , otherwise

. (41)

Setting ζ = (PwL + κ)/(2PwL) and substituting it into (40),
the optimal value of φ is found to be φ = 1/2, which lies in the
third case of (41), with the assumption of Pw ≥ 1. The rest is to
show that there is no local optimum point in the first two cases
of (41). This can be obtained using Lemma 1 and Corollary
1 as follows: When ζ = 0, the optimal φ is smaller than 1/2;
hence, no local optimum point lies in the first case of (41).
When ζ = 1, the optimal φ is larger than 1/2; hence, no local
optimum point lies in the second case of (41). Therefore, we
have shown that the energy allocation for robust design is φo =
1/2, with Lp = Nt. This is certainly valid for the special case of
P � Pw. �

APPENDIX E
PROOF OF PROPOSITION 1

The goal is to prove that all the lemmas and corollaries
obtained for systems with no transmitter CSI also hold for
systems with full transmitter CSI. The proof consists of three
steps as follows:

1) First, we show that the objective function for optimizing
the energy allocation reduces from CLB to ρeff for any
fixed training length. From the water-filling solution of
the data transmit power in (24), we can solve for the water
level μ as

μ =
Pd

m
+

(
1 − σ2

h̃

Pwd + 1 + σ2
h̃
Pd

)−1
1
m

m∑
j=1

λ−1
j (42)

where m is the number of nonzero pi in (24). Substituting
μ for pi in CLB in (23), we have

CLB =
Ld

L
E

⎧⎨
⎩m log2

⎛
⎝ρeff +

m∑
j=1

λ−1
j

⎞
⎠+

m∑
i=1

log2

λi

m

⎫⎬
⎭
(43)

where ρeff is the same effective SNR, as defined in (8).
For a fixed jammer’s strategy, we have the following
facts: Since σh

2 and Pd are continuous in φ, we know
that pi in (24) is continuous in φ as well. Therefore,
CLB in (23) is also continuous in φ. Let us divide the
range of φ ∈ [0, 1] into subranges according to the value
of m. In each subrange, the value of m is fixed, and
hence, CLB in (43) is maximized when ρeff reaches its
maximum. At the boundaries between any two subranges,
CLB is continuous across the boundaries (since CLB is
continuous in φ), although m changes its value. Since ρeff

is continuous and concave in φ, there is one and only one
local maximum point of ρeff in the entire range of φ ∈
[0, 1]. This result implies that there is also one and only
one local maximum point of CLB in the entire range of
φ ∈ [0, 1]. Therefore, the global maximum point of CLB
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coincides with the global maximum point of ρeff . In other
words, the optimal energy allocation for the legitimate
user φ∗ is given by arg maxφ ρeff . Hence, the results on
φ∗ in Lemma 1 and Corollary 1 are obtained. Using a
similar argument, one can show that the optimal jamming
energy allocation ζ∗ is given by arg minζ ρeff . Hence, the
results in Lemma 2 and Corollary 2 are obtained. Having
proven the results on φ∗ in Lemma 1 and ζ∗ in Lemma 2,
it is seen that the NE for systems with no transmitter CSI
is also the NE for systems with full transmitter CSI, for
any fixed training length. Hence, Lemma 6 is obtained.

2) We prove the results regarding the optimal training
length. For a fixed jammer’s strategy, we need to show
that the optimal training length is given by L∗

p = Nt with
the optimal φ∗. We know from Appendix A that it suffices
to show dCLB/dLd > 0 for any fixed value of φ, where
Ld is treated as a real-valued number. In addition, it
can be shown that CLB is continuous on the read-valued
variable Ld, regardless of the value of m. Therefore, it
suffices to show dCLB/dLd > 0 for any fixed values of m
and φ. Letting a =

∑m
j=1 λ−1

j and b =
∑m

i=1 ln(λi/m),
we can rewrite CLB in (43) as

CLB =
Ld

L ln 2
E {m ln(ρeff + a) + b} . (44)

The derivative of CLB w.r.t. Ld is, hence, given by

dCLB

dLd
=

m

L ln 2
E

{
ln(ρeff +a)− ρeff

ρeff +a
Ldρeff

dρ−1
eff

dLd
+

b

m

}
.

(45)

From Appendix A, we know that Ldρeff(dρ−1
eff /dLd) < 1.

To obtain (dCLB/dLd) > 0, it suffices to show that

ln(ρeff + a) − ρeff

ρeff + a
+

b

m
≥ 0 (46)

which is an increasing function in ρeff . Hence, it suffices
to show the preceding inequality with ρeff = 0, i.e.,

ln a +
b

m
= ln

m∑
j=1

λ−1
j +

1
m

m∑
i=1

ln
λi

m

≥ 1
m

m∑
j=1

ln
(

λj

m

)−1

+
1
m

m∑
i=1

ln
λi

m
= 0 (47)

where we have used the concavity of ln(·) to obtain (47).
Therefore, the optimal training length L∗

p in Lemma 1
is obtained. Using the results obtained so far, it is not
difficult to prove Lemma 5 as well.

3) We obtain the result on the robust energy allocation and
training length for the legitimate user in the cases of
Pw � P and P � Pw. When Pw � P , the water-filling
solution is given by putting all transmit power into the
strongest eigenchannel, i.e., p1 = Pd with λ1 being the
largest eigenvalue. The ergodic capacity lower bound in
(23) reduces to

CLB =
Ld

L
E {log2(1 + ρeffλ1)} . (48)

Lemma 3 can then be proven by following the derivation
in Appendix C. When P � Pw, the water-filling solution
reduces to the equal power allocation used in systems
with no transmit CSI; hence, Lemma 4 is obtained
as well. We have now proven all the lemmas and
corollaries. �
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