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Abstract

This paper describes a voiceless speech recognition technique that utilizes dynamic visual features to represent the facial movements during phonation. The dynamic features extracted from the mouth video are used to classify utterances without using the acoustic data. The audio signals of consonants are more confusing than vowels and the facial movements involved in pronunciation of consonants are more discernible. Thus, this paper focuses on identifying consonants using visual information. This paper adopts a visual speech model that categorizes utterances into sequences of smallest visually distinguishable units known as visemes. The viseme model used is based on the viseme model of Moving Picture Experts Group 4 (MPEG-4) standard. The facial movements are segmented from the video data using motion history images (MHI). MHI is a spatio-temporal template (grayscale image) generated from the video data using accumulative image subtraction technique. The proposed approach combines discrete stationary wavelet transform (SWT) and Zernike moments to extract rotation invariant features from the MHI. A feedforward multilayer perceptron (MLP) neural network is used to classify the features based on the patterns of visible facial movements. The preliminary experimental results indicate that the proposed technique is suitable for recognition of English consonants.
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1 Introduction

Speech recognition has been an important research subject that spans across multiple disciplines such as human-computer interaction (HCI), signal processing, linguistic and machine learning. Enormous research efforts are put into developing intelligent machines that are capable of comprehending utterances. Such speech-based devices are useful as they provide the flexibility for users to control computers using human speech.

However, the performance of the current speech recognition systems are still far behind as compare to human’s cognitive ability in perceiving and understanding speech (Lippmann 1997). The main difficulty of the conventional speech recognition techniques based on audio signals is that such systems are sensitive to signal strength, ambient noise and acoustic conditions. To overcome this limitation, the non acoustic speech modalities can be used to complement the audio signals. There are a number of options available such as visual (Goecke & Millar 2003, Potamianos, Neti, Huang, Connell, Chu, Libal, Marcheret, Haas & Jiang 2004), recording of vocal cords movements through electroglottograph (EGG) (Dikshit & R.W. Schubert 1995), mechanical sensing of facial movement and movement of palate, recording of facial muscle activity (Arjunan, Kumar, Yau & Weghorn 2006), facial plethysmogram and measuring the intra-oral pressure (Soquet, Saerens & Lecuit 1999). Vision-based speech recognition techniques are least intrusive and non invasive and this paper reports on such a technique for HCI application.

In our normal communication, the visual modality of speech is often incorporated into audio speech recognition (ASR) systems because the visual speech signals are invariant to acoustic noise and style of speech. Such systems that combine the audio and visual modalities to identify utterances are known as audio-visual speech recognition (AVSR) systems. AVSR systems can enhance the performance of the conventional ASR system especially under noisy condition (Chen 2001). Research where these AVSR systems are being made more robust, and able to recognize complex speech patterns of multiple speakers are being reported (Potamianos et al. 2004, Liang, Liu, Zhao, Pi & Nefian 2002). While AVSR systems are useful for applications such as for telephony in noisy environment, these are not suitable for people with speech impairment that have difficulty in producing speech sounds. AVSR systems are also not useful in situations where it is essential to maintain silence. Thus, the need for a voiceless, visual-only communication system arises. Such a system is also commonly known as lipreading or visual speech recognition or speechreading system.

Speechreading systems use the visual information extracted from the image sequence of the mouth to identify utterances. The visual speech information refers to the movement of the speech articulators such as the lips, facial muscles, tongue, teeth and jaw of the speaker. The complex range of reproducible sounds produced by people is a clear demonstration of the dexterity of the human mouth and lips- the key speech articulators. The possible advantages of such voiceless systems are (i) not sensitive to audio noise and change in acoustic conditions (ii) does not require the user to make a sound and (iii) suitable for users with speech impairment.

The visual cues contain far less classification power for speech compared to audio data and hence it is to be expected that speechreading systems would have only a small vocabulary. Such systems are also known to be user dependent, and hence it is important for such a system to be easy to train for a new user. And
because there is no audio cue, it is highly desirable that the system provide the user with active feedback to avoid any error in communication.

The main limitation with current speechreading systems is that these systems adopt a “one size fits all” approach. Due to the large variation in the way people speak English, especially if we transgress the national and cultural boundaries, these have very high error rate, with error of the order of 90% for large vocabulary systems (Potamianos, Neti, Gravier & Stork 2003, Hazen 2006). Nonetheless, the intensity-based features have much higher dimensionality if taking directly all the pixels from the mouth images. Dimensionality reduction or feature extraction techniques such as Principal Component Analysis (PCA) and Independent Component Analysis (ICA) can be applied on the images to reduce the dimension of such features. The intensity-based features are demonstrated to yield better performance than shape-based features extracted using ASM and AAM algorithms in (Matthews et al. 1998). Similarly, intensity-based features using Discrete Cosine Transform (DCT) is also shown to outperform model-based features obtained using ASM algorithm in (Perez et al. 2005). This paper reports on the use of intensity-based features extracted from the MHI to represent facial movements for consonants recognition.

3 Theory
3.1 Visual Speech Model - Viseme Model

Human speech is organized as sequences of basic unit of speech sounds known as phoneme. Phonemes can be further dichotomized into vowels and consonants. The audio signals of consonants are less distinguishable than vowels (Chen 2001). Hence, the visual speech information is crucial in differentiating the consonants, especially in conditions where the acoustic signal strength is low or contaminated by noise. This paper focuses on the recognition of consonants due to the fact that consonants are easier to “see” and harder to “hear” than vowels (Fauconnier & Bally & Garretson 1999). The pronunciation of vowels are produced with an open vocal tract whereas the production of consonants involve constrictions at certain part of the vocal tract by the speech articulators. Hence, the facial movements involved in pronunciation of consonants are more discernible than vowels. To represent the different facial movements when uttering consonants, a visual speech model is required.

This paper uses visemes to model visual speech. The motivation of using viseme as the recognition unit is because visemes can be concatenated to form words and sentences, thus providing the flexibility for the proposed visual speech recognition system to be extended into a large vocabulary system. The to
tual number of visemes is much less than phonemes because speech is only partially visible (Hazen 2006). While the video of the speaker’s face shows the movement of the lips and jaw, the movements of other articulators such as tongue and vocal cords are often not visible. Hence, each viseme can correspond to more than one phoneme, resulting in a many-to-one mapping of phonemes-to-visemes.

Various viseme models have been proposed for AVSR applications (Hazen, Saenko, & Glass 2004, Potamianos et al. 2004, Gordan, Kotropoulos, & Pitas 2002). There is no definite consensus about how the sets of visemes in English is constituted (Hazen 2006). The number of visemes for English varies depending on factors such as the geographical location, culture, education background and age of the speaker. The geographic differences in English is most obvious when the sets of phonemes and visemes changes for different countries and even for areas within the same country. It is difficult to determine an optimal and universal viseme set that is suitable for all users. This paper adopts the viseme model established for facial animation applications by an international audiovisual object-based video representation standard known as MPEG-4. The motivation of using this model is because this enable the proposed system to be coupled with any MPEG-4 supported facial animation systems to form an interactive speech recognition and synthesis human computer interface. Based on the MPEG-4 viseme model, there is nine visemes associated with all English consonants. This paper adopts this nine visemes to represent the different facial movements when pronouncing consonants. The consonants chosen for experiments for each of the nine visemes are highlighted in bold fonts in Table 1.

Table 1: Viseme model of the MPEG-4 standard for English consonants.

<table>
<thead>
<tr>
<th>Viseme Number</th>
<th>Phonemes</th>
<th>Example words</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>/v/, /b/, /m/</td>
<td>put, bed, me</td>
</tr>
<tr>
<td>2</td>
<td>/l/, /v/</td>
<td>far, voice</td>
</tr>
<tr>
<td>3</td>
<td>/θ/, /θ/</td>
<td>think, that</td>
</tr>
<tr>
<td>4</td>
<td>/t/, /d/</td>
<td>tick, door</td>
</tr>
<tr>
<td>5</td>
<td>/k/, /g/</td>
<td>kick, gate</td>
</tr>
<tr>
<td>6</td>
<td>/s/, /z/, /j/, /ʒ/</td>
<td>she, join, chair</td>
</tr>
<tr>
<td>7</td>
<td>/ʃ/, /ʃ/</td>
<td>sick, zeal</td>
</tr>
<tr>
<td>8</td>
<td>/n/, /l/</td>
<td>new, less</td>
</tr>
<tr>
<td>9</td>
<td>/r/</td>
<td>rest</td>
</tr>
</tbody>
</table>

3.2 Segmentation of the Facial Movements

In the proposed approach, the dynamic visual speech features which comprise of the facial movements of the speaker are segmented from the video data using a view-based approach named motion history images (MHI) (Bobick & Davis 2001). MHI is a spatial-temporal template that shows where and when movements of speech articulators (lips, teeth, jaw, facial muscles and tongue) occurs in the image sequence. MHI is generated using difference of frames (DOF) from the video of the speaker. Accumulative image subtraction is applied on the image sequence by subtracting the intensity values between successive frames to generate the difference of frames (DOFs). The delimiters for the start and stop of the motion are manually inserted into the image sequence of every articulation. The MHI of the video of the lips would have pixels corresponding to the most recent mouth movement brighter with larger intensity values. The intensity value of the MHI at pixel location \((x, y)\) of time \(t\) (or the \(t^{th}\) frame) is defined by

\[
MHI_t = \max_{t=1}^{N-1} \sum_{t=1}^{N-1} B(x, y, t) \times t
\]

\(N\) is the total number of frames used to capture the mouth motion. \(B(x, y, t)\) is the binarisation of the DOF using the threshold \(a\) and \(B(x, y, t)\) is given by

\[
B(x, y, t) = \begin{cases} 1 & \text{if } Diff(x, y, t) \geq a, \\ 0 & \text{otherwise} \end{cases}
\]

\(a\) is the predetermined threshold for binarisation of the DOF represented as \(Diff(x, y, t)\). The value for the fixed threshold, \(a\) is optimized through experimentation. The DOF of the \(t^{th}\) frame is defined as

\[
\text{Diff}(x, y, t) = |I(x, y, t) - I(x, y, t - 1)|
\]

\(I(x, y, t)\) represents the intensity value of pixel location with coordinate \((x, y)\) at the \(t^{th}\) frame of the image sequence. In Eq. (1), the binarised version of the DOF is multiplied with a linear ramp of time to implicitly encode the timing information of the motion into the MHI (Kumar & Kumar 2005). By computing the MHI values for all the pixels coordinates \((x, y)\) of the image sequence using Eq. (1) will produce a scalar-valued grayscale image (MHI) where the brightness of the pixels indicates the recency of motion in the image sequence. The proposed motion segmentation approach is computationally simple and is suitable for real time implementation. Figure 1 shows examples of 3 MHIs generated from the video of the speaker and Figure 2 illustrates the 9 MHIs that form the viseme model of MPEG-4 for English consonants used in the experiments.

The motivation of using MHI in visual speech recognition is the ability of MHI to remove static elements from the sequence of images and preserve the short duration facial movements. MHI is also invariant to the skin color of the speakers due to the DOF and image subtraction process involved in the generation of MHI.

3.2.1 Variation in Speed of Speech

The speed of phonation of the speaker might varies for each pronunciation of a phone. Hence, the speed of the mouth movements when the speaker is pronouncing a consonant might be different for each video recording. The variation in the speed of utterance results in the variation of the overall duration and there maybe variation in the microphases of the utterances. The details of such variations are difficult to model due to the large inter-subject and inter-experiment variations. This paper suggests a model to approximate such variations by normalizing the overall duration of the utterance. This is achieved by normalizing the intensity values of the MHI to in between 0 and 1 to minimize the difference in MHIs produced from video data of different rapidity of speech.

3.2.2 Issues Related to the Segmentation of the Facial Movements

MHI is a view sensitive motion representation technique. Therefore the MHI generated from the sequence of images is dependent on factors such as:

1. position of the speaker’s mouth normal to the camera optical axis
2. orientation of the speaker’s face with respect to the video camera
3. distance of the speaker’s mouth from the camera (which changes the scale/size of the mouth in the video data)

4. small variation of the mouth movement of the speaker while uttering the same consonant

This paper proposes the use of approximate image of discrete stationary wavelet transform (SWT) to obtain a time-frequency representation of the MHI that is insensitive to small variations of the mouth and lip movement. The proposed technique adopts Zernike moments as the region-based features to represent the SWT approximate image of the MHI to further reduce the dimension of the data. Zernike moments are chosen because they can be normalized to achieve rotation invariance.

### 3.2.3 Discrete Stationary Wavelet Transform

This paper proposes the use of discrete stationary wavelet transform (SWT) to obtain a transform representation of the MHI that is insensitive to small variations of the mouth and lip movement. While the classical discrete wavelet transform (DWT) is suitable for this, DWT results in translation variance (Mallat 1998) where a small shift of the image in the space domain will yield very different wavelet coefficients. The translation sensitivity of DWT is caused by the aliasing effect that occurs due to the downsampling of the image along rows and columns (Simoncelli, Freeman, Adelson & Heeger 1992). SWT restores the translation invariance of the signal by omitting the downsampling process of DWT, and results in redundancies.

2-D SWT at level 1 is applied on the MHI to produce a spatial-frequency representation of the MHI. The 2-D SWT is implemented by applying 1-D SWT along the rows of the image followed by 1-D SWT along the columns of the image. SWT decomposition of the MHI generates four images, namely approximation (LL), horizontal detail coefficients (LH), vertical detail coefficients (HL) and diagonal detail coefficients (HH) through iterative filtering using low pass and high pass filters. The approximate image is the smoothed version of the MHI and carries the highest amount of information content among the four images. LH, HL and HH sub images show the fluctuations of the pixel intensity values in the horizontal, vertical and diagonal directions respectively. The image moments features are computed from the ap-
proximate sub-image.

Haar wavelet has been selected due to its spatial compactness and localization property. Another advantage is the low mathematical complexity of this wavelet. Compact features have to be extracted from the approximation (LL) to further reduce the size of the data. Since the gray levels of MHI are the temporal descriptors of motion occurring in the image sequence, thus it is intuitive to use global region-based feature descriptors to represent the approximation of the MHI. The proposed technique adopts Zernike moments as the region-based features to represent the SWT approximate image of the MHI.

3.3 Visual Speech Features - Zernike Moments

Zernike moments are image moments commonly used in recognition of image patterns (Khontazad & Hong 1990, Teague 1980). Zernike moments have been demonstrated to outperform other image moments such as geometric moments, Legendre moments and complex moments in terms of sensitivity to image noise, information redundancy and capability for image representation (Teh & Chin 1988). The proposed technique uses Zernike moments as visual speech features to represent the SWT approximate image of the MHI.

Zernike moments are computed by projecting the image function \( f(x, y) \) onto the orthogonal Zernike polynomial \( V_{nl} \) of order \( n \) with repetition \( l \) is defined within a unit circle (i.e.: \( x^2 + y^2 \leq 1 \)) as follows:

\[
V_{nl}(\rho, \theta) = R_{nl}(\rho)e^{-i j \theta}, \quad j = \sqrt{-1}
\]  

where \( R_{nl} \) is the real-valued radial polynomial

The main advantage of Zernike moments is the simple rotational property of the features (Khontazad & Hong 1990). Zernike moments are also independent features due to the orthogonality of the Zernike polynomial \( V_{nl} \) (Teh & Chin 1988). \( |l| \leq n \) and \( (n - |l|) \) is even. Zernike moments \( Z_{nl} \) of order \( n \) and repetition \( l \) is given by

\[
Z_{nl} = \frac{n + 1}{\pi} \int_0^{2\pi} \int_{0}^{\infty} |V_{nl}(\rho, \theta)| f^*(\rho, \theta) d\rho d\theta
\]  

\( f(\rho, \theta) \) is the intensity distribution of the approximate image of MHI mapped to a unit circle of radius \( \rho \) and angle \( \theta \) where \( x = \rho \cos \theta \) and \( y = \rho \sin \theta \).

For the Zernike moments to be orthogonal, the approximate image of the MHI is scaled to be within a unit circle centered at the origin. The unit circle is bounded by the square approximate image of the MHI. The center of the image is taken as the origin and the pixel coordinates are mapped to the range of the unit circle i.e.: \( x^2 + y^2 \leq 1 \). Figure 3 shows the square-to-circular transformation performed for the computation of the Zernike moments that transform the square image function \( f(x, y) \) in terms of the x-y axes to a circular image function \( f(\rho, \theta) \) in terms of the \( i-j \) axes.

To illustrate the rotational characteristics of Zernike moments, consider \( \beta \) as the angle of rotation of the image. The resulting rotated Zernike moment \( Z'_{nl} \) is

\[
Z'_{nl} = Z_{nl}e^{-ij\beta} \tag{6}
\]

\( Z_{ij} \) is the Zernike moment of the original image. Eq. (6) demonstrates that rotation of an image results in a phase shift on the Zernike moments (Teague 1980). The absolute value of Zernike moments are rotation invariant (Khontazad & Hong 1990) as shown in the equation below

\[
|Z'_{nl}| = |Z_{nl}| \tag{7}
\]

This paper uses the absolute value of the Zernike moments, \( |Z_{nl}| \) as the rotation invariant features of the SWT of MHI. By including higher order moments, more information of the MHI can be represented by the Zernike moments features. However, this inherently increases the size of the features and makes it prone to noise. An optimum number of Zernike moments need to be selected to trade-off between the dimensionality of the feature vectors and the amount of information represented by the features. 49 Zernike moments that comprise of 0th order moments up to 12th order moments have been used as features to represent the approximate image of the MHI for each consonant. Table 2 lists the 49 Zernike moments used in the experiments.

![Figure 3: The square-to-circular transformation of the SWT approximation of MHI](image-url)
3.4 Classification Using Feedforward Neural Network

There are a number of possible classifiers that maybe suitable for such a system. The selection of the appropriate classifier would require statistical analysis of the data that would also identify the features that are irrelevant. Supervised neural network approach lends itself for identifying the separability of data even when the statistical properties and the types of separability (linear or nonlinear) is not known and without even requiring the estimating of the kernel. While it may be suboptimum, it is an easy tool to implement as a first step.

This paper presents the use of artificial neural network (ANN) to classify Zernike moments features into one of the class of consonants. ANN has been selected because it can solve complicated problems where the description for the data is not easy to compute. The other advantage of the use of ANN is its fault tolerance and high computation rate due to the massive parallelism of its structure (Kulkarni 1994). The functionality of the ANN to be less dependent on the underlying distribution of the classes as opposed to other classifiers such as Bayesian classifier and Hidden Markov Models (HMM) is yet another advantage for using ANN in this application (Stork & Hennecke 1996).

A supervised feed-forward multilayer perceptron (MLP) ANN classifier with back propagation (BP) learning algorithm is integrated in the visual speech recognition system described in this paper. The ANN is provided with a number of training vectors for each class during the training phase. MLP ANN was selected due to its ability to work with complex data compared with a single layer network. Due to the multilayer construction, such a network can be used to approximate any continuous functional mapping (Bishop 1995). This paper proposes the use of a three-layer network with BP learning algorithm to classify the visual speech features. The advantage of using BP learning algorithm is that the inputs are augmented with hidden context units to give feedback to the hidden layer and extract features of the data from the training events (Haug 2001). Trained ANNs have very fast classification speed (Freeman & Skapura 1991) thus making them an appropriate classifier choice for real time visual speech recognition applications. Figure 4 shows the overall block diagram of the proposed technique.

<table>
<thead>
<tr>
<th>Order</th>
<th>Moments</th>
<th>No. of Moments</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$Z_{00}$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>$Z_{11}$</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>$Z_{20}, Z_{22}$</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>$Z_{31}, Z_{33}$</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>$Z_{30}, Z_{42}, Z_{44}$</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>$Z_{51}, Z_{53}, Z_{55}$</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>$Z_{60}, Z_{62}, Z_{64}, Z_{66}$</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>$Z_{71}, Z_{73}, Z_{75}, Z_{77}$</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>$Z_{80}, Z_{82}, Z_{84}, Z_{86}, Z_{88}$</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>$Z_{91}, Z_{93}, Z_{95}, Z_{97}$</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>$Z_{10,0}, Z_{10,2}, Z_{10,4}, Z_{10,6}, Z_{10,8}, Z_{10,10}$</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>$Z_{11,0}, Z_{11,2}, Z_{11,4}, Z_{11,6}, Z_{11,8}, Z_{11,11}$</td>
<td>6</td>
</tr>
<tr>
<td>12</td>
<td>$Z_{12,0}, Z_{12,2}, Z_{12,4}, Z_{12,6}, Z_{12,8}, Z_{12,10}, Z_{12,12}$</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2: List of the 49 Zernike Moments and Their Corresponding Number of Features From Order Zero to Order Twelve

4 Experiments

Experiments were conducted to evaluate the performance of the proposed visual speech recognition techniques in classifying English consonants. The experiments were approved by the Human Experiments Ethics Committee of the university. Nine consonants that form the viseme model of English consonants according to the MPEG-4 standard are tested in the experiment. The nine consonants tested (/m/, /v/, /th/, /t/, /g/, /ch/, /s/, /n/ and /r/) were highlighted in bold in Table 1.

4.1 Video Recording and Processing

Video data was recorded from one speaker using an inexpensive web camera in a typical office environment. This was done towards having an inexpensive and practical voiceless communication system using low resolution video recordings. The video camera focused on the mouth region of the speaker and the camera was kept stationary throughout the experiment. The following factors were kept the same during the recording of the videos: window size and view angle of the camera, background and illumination. 20 video data of size 240 x 240 was recorded for each of the nine consonants. Thus, a total of 180 video data was created. The video data was stored as true color (AVI) files and every AVI file had a duration of two seconds to ensure that the speaker had sufficient time to utter each of the consonant. The frame rate of the AVI files was 30 frames per second. One MHI was generated from each of the AVI file. An example of MHI for each of the nine consonants are shown in Figure 3.

4.2 Features Extraction

SWT at level-1 using Haar wavelet was applied on the MHIs and the approximate image (LL) was used for analysis. Zernike moments are computed from circular region of interest while the MHI is a square image. Hence, square-to-circular transformation of the SWT approximate image of the MHI had been done to compute the orthogonal Zernike moments features. 49 Zernike moments that comprise of $^{th}$ order moments up to 12th order moments have been used as features to represent the SWT approximate image of the MHI for each consonants.

4.3 Classification

The next step of the experiments was to classify the features using artificial neural network (ANN), which
can learn patterns of features with nonlinear separation. The Zernike moments features were fed to ANN to classify the features into one of the consonants. Multilayer perceptron (MLP) ANN with backpropagation (BP) learning algorithm was employed in the proposed system. The architecture of the ANN consisted of two hidden layers. The size of the input layer of the ANN was chosen to be same as the size of the features which was 49 nodes. The size of the output layer of the ANN was 9 which corresponded to the number of visemes (classes) available. The total numbers of hidden nodes was 140 which was determined iteratively through experimentation. Sigmoid function was the threshold function and the type of training algorithm for the ANN was gradient descent and adaptive learning with momentum with a learning rate of 0.05 to reduce chances of local minima. In the experiments, Zernike moments features of 10 MHIs of each consonants were used to train the ANN. The remaining 10 MHIs (that were not used in training the ANN) were presented to the ANN to test the ability of the trained ANN in recognizing the nine consonants. The statistical mean and variance of the classification accuracies of the data are determined by repeating the experiments 10 times. For each repetition of the experiment, the 10 test samples for each consonants were selected randomly with different combinations (permutations) to train the ANN and the remaining 10 MHIs were used as test samples.

### Table 3: Mean Classification Accuracies for 9 Visemes (Consonants).

<table>
<thead>
<tr>
<th>Viseme</th>
<th>Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>/n/</td>
<td>100%</td>
</tr>
<tr>
<td>/v/</td>
<td>87%</td>
</tr>
<tr>
<td>/th/</td>
<td>65%</td>
</tr>
<tr>
<td>/t/</td>
<td>74%</td>
</tr>
<tr>
<td>/g/</td>
<td>85%</td>
</tr>
<tr>
<td>/ch/</td>
<td>91%</td>
</tr>
<tr>
<td>/s/</td>
<td>93%</td>
</tr>
<tr>
<td>/n/</td>
<td>74%</td>
</tr>
<tr>
<td>/r/</td>
<td>93%</td>
</tr>
</tbody>
</table>

### 5 Results and Observations

The experiments have tested the robustness of the use of MHI features to identify the human speech visemes with a feedforward neural network as the classifier. The ANN used was trained for an individual subject. The mean recognition accuracies of the ANN for the 10 repetitions of the experiments are tabulated in Table 3. From this table, it is observed that the mean success rate for identifying the viseme based consonants is 84.7% with a standard deviation of 2.8%.

### 6 Discussion

The results indicate that the proposed technique based on dynamic visual speech information (facial movements) is suitable for consonants recognition. The results indicate that the different patterns of facial movements can be used to classify the 9 visemes of English consonants based on the MPEG-4 viseme model.

The good results demonstrate the ability of ANN to learn the patterns of the facial movement features. From the results, it is observed that a small number of samples are sufficient to suitably train the ANN based system, indicating the sufficient compactness of each class of the data.

One of the possible reason for the misclassifications of the test samples by the ANN can be attributed to the inability of vision-based technique to capture the occluded articulators movements. Example, the movement of the tongue within the mouth cavity is not visible (occluded by the teeth) in the video data during the pronunciation of /n/. Thus, the resultant MHI of /n/ does not contain information on the tongue movement.

While the error rates of the experiments are much lower than the 90% error reported by (Potamianos et al. 2003, Hazen 2006), the authors would like to point out that it is not appropriate to compare our results with other related work as this system has only been tested using a small vocabulary consisting of discrete phones of a single speaker. Other work has used a much larger vocabulary of continuous speech database of multiple speakers. Our system has been designed for specific applications such as control of machines using simple commands consisting of discrete utterances while other systems were developed for recognition of continuous speech. Nevertheless the
85% accuracies of our system is encouraging.

The authors suggest that one reason for the high accuracies of this system is that it is not only based on lip movement, but is based on the movement of the mouth, jaw and facial muscles. While lips are important articulators of speech, other parts of the mouth are also important, and this approach is closer to the accepted model of human visual speech perception.

The results demonstrate that a computationally inexpensive system which can easily be developed on a DSP chip can be used for such an application.

7 Conclusion

This paper reports on a voiceless speech recognition technique using video of the speaker’s mouth that is computationally inexpensive and suitable for HCI applications. The proposed technique recognizes English consonants based on the dynamic speech information - facial movements of the speaker during phonation.

This paper adopts the MPEG-4 viseme model as the visual speech model to represent all the English consonants. An error rate of approximately 15% is obtained in classifying the consonants using this model. The misclassifications of the features can be attributed to the occlusion of speech articulators. Thus, non-visible movements during the production of the consonants (such as movements of the tongue and vocal cords) are not represented in the visual speech features.

The results of our experiments suggest that the proposed technique is suitable in recognizing consonants using the information of the facial movements. The proposed system is easy to train for individual users and is designed for speaker-dependent speech-controlled applications. For future work, the authors intend to design a more suitable visual speech model for the consonants that accounts for the non-visible articulators movements. Also, the authors intend to compare the performance of ANN with other classifiers such as Support Vector Machines (SVM) and Hidden Markov Models (HMM) to determine the optimum classifier for our application. Such a system could be used to drive computerized machinery in noisy environments. The system may also be used for helping disabled people to use a computer and for voice-less communication.
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