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Visual Servoing of an Under-Actuated Dynamic
Rigid-Body System: An Image-Based Approach

Tarek Hamel and Robert Mahony

Abstract—A new image-based control strategy for visual ser- are treated separately [17], [19], [6], [5]. This approach also ad-
voing of a class of under-actuated rigid body systems is presented. dresses the problems associated with the coupled nature of the
The proposed control design applies to “eye-in-hand” systems camara ego-motion in the image plane. Classical visual servo

where the camera is fixed to a rigid body with actuated dynamics. L L . .
The control design is motivated by a theoretical analysis of control was principally developed for serial-link robotic manip-

the dynamic equations of motion of a rigid body and exploits Uulators [11]. In such situations, the dynamics of the system are
passivity-like properties of these dynamics to derive a Lyapunov easily compensated using a computed torque (or high gain) con-
control algorithm using robust backstepping techniques. The tro| design and the visual servo control may be derived from a
proposed control is novel in considering the full dynamic system first-order model of the image dynamics [7]. Recent applica-

incorporating all degrees of freedom (albeit for a restricted class fi in hiah f t dund tuated d .
of dynamics) and in not requiring measurement of the relative lons In high-periormance systems and under-actuated dynamic

depths of the observed image points. A motivating application is Systems_ have Ieaq researchers to consider f_U" dynami_c con-
the stabilization of a scale model autonomous helicopter over a trol design. Coupling of the camera ego-motion dynamics in

marked landing pad. the image plane proves to be a significant obstacle in achieving
Index Terms—mage-based visual servo (IBVS), nonlinear con- this goal. Kelly [12] proposed an asymptotically stable method
trol, rigid-body dynamics, under-actuated systems. for position regulation for fixed-camera visual servoing for a
dynamic system. Work by Zergerogét al. [35] has used ro-
I. INTRODUCTION bust backstepping techniques to deal with the full dynamics of

a planar robot for a visual servo control, while Maruyagnhal.

V ISUAL servoing algorithms have been extensively devej1 8] have investigated dissipative control strategies. A further
oped in the robotics field over the last ten years. Visughmplication is encountered when an under-actuated dynamic
servo systems may be divided into two main classes [id8i- system is used as the platform for the camera. Zhang and Os-
tion-based visual serv(PBVS) involves reconstruction of the¢guwski [36] used a Lagrangian representation of the system dy-
target pose with respect to the robot and leads to a Cartesian j@mics to obtain an IBVS control for a blimp, an under-actuated
tion planning problem [33]image-based visual sen{@BVS)  nonholonomic system. Applications in flight control of UAVs
aims to control the dynamics of features in the image plane die g strong driving force in this area and several authors have
rectly [31], [7]. The Cartesian motion planning task is implicinyestigated PBVS methods for such systems [1], [27]. In addi-
itly resolved via minimization of an image-based error fungjon to the classical visual servo approach, some work has been
tion [25], [22]. 1BVS methods offer advantages in robustnegyne to apply biomimetic control design to UAVs. Examples are

to camera and target calibration errors, reduced computatiopal,al flow-based control algorithms [30], [3] and feature detec-
complexity, and simple extension to applications involving muion [32].

tiple cameras compared to PBVS methods [11]. However, clas-

sical IBVS suffers from two key problems. Firstly, it is neces- nlgeit]éxsct%z?sg (;Ni;&?E?it:&lf}feal?grgzz dler 2:&'?;5 dc())fes
sary to determine the depth of each visual feature used in t Y y : brop 9

. N N Bt require accurate depth information for observed image fea-
image error criterion independently from the control algorithn). )
- ; .fures. The closed-loop system displays the robustness to camera

Secondly, the rigid-body dynamics of the camera ego-motion L :
) L . and target calibration errors and reduced computational com-

are highly coupled when expressed as target motion in the image . L L
) ) . exity characteristic of IBVS methods. The design is based on

plane. Various approaches to overcoming the relative depth te- . ; : : .
: . : " atheoretical analysis of the dynamic equations of motion of a
quirement for classical IBVS have been reported, including; es

timation via partial pose estimation [17], adaptive control [201Igld body and exploits structural passivity-like properties of

L ) ; . . hese dynamics to derive a Lyapunov control algorithm using
and estimation of the image Jacobian using quasi-Newton te‘r:ol_aust backstepping techniques. This approach overcomes some
niques [10], [21]. Recent work has tended to concentrate on %\f bping ques. bb

brid control methods whereby translational and attitude Controg the difficulties assoqlatgd W'th the highly Cqupleq dynamcs
of the camera ego-motion in the image dynamics. Simulation of

the closed-loop response of the example studied indicates strong
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dition, the proposed algorithm requires a single inertial direc

tion to be measured in order to define the image error criterio

This information must be obtained using a routine separate

the control algorithm, analogous in a sense to the role of imay

depth measurement for classical IBVS control design. In writin

this paper, the authors are strongly motivated by the applicatic

of visual servo control to the regulation of hover maneuvers fc

VTOL robotic aircraft. A vision system is a natural choice for &

cheap, passive and adaptable sensor that can be used to regi

the motion of such UAVs. For these systems, there are a host -7
cheap, light INS systems that are being developed that will pr .
vide sufficiently accurate measurements of angular and line,.-
velocity for implementation of the proposed control. The iner
tial direction used for most UAV applications requiring hovetr Ey
maneuvers is the vertical axis. This is often directly supplied b

an INS system or can be obtained by filtering the acceleromett:

output. . . . . . Fig. 1. Rigid body with force and torque control.
The paper is arranged into five sections. Section Il presents

the fundamental equations of motion for an autonomous mbme notationsk(€2) denotes the skew-symmetric matrix such
with a single rigid component, demonstrates their passivity—lilf atsk(Q)u = Q x v for the vector cross-product and any
properties and shows that these properties are present in\} Corv € R

image space. Section Il introduces the image space error répy . .|ass of under-actuated dynamic systems considered are

resentation and how it cgn be rewrltten_ln a for_m that is mofﬁose for which the force inpuf incorporates a single indepen-
amenable to control design and analysis. Section IV derive t actuator while full actuation of the torglieis available.

Lyapunov contr_ol for u_nder—actgated syst_ems ba;ed oNn a M torcel € A may be written
bust backstepping design. Section V applies the visual contro
strategy to an idealized dynamic model of a reduced scale heli- F:=—uF +mgR%e;s (5)
copter and presents some simulation results.

Ex

whereF ¢ A is a constant unit vector in the body fixed frame
1. VISUAL DYNAMICS OF A POINT TARGET AND repreTsent.ing thefixe.d o.rientation of the thrusterpr actuator and
PASSIVITY-L IKE PROPERTIES mgR* ez is the gravn_auonal force. The pontrol |r'1put € R
_ ) } o represents the magnitude of thrust applied. Section V presents
In this section, a general dynamic model of a rigid bodye strycture for an idealized helicopter.
evolving in R® is presented. These dynamics define the Equations (1)-(4) have an important cascade structure. Ex-
ego-motion of the camera and are used to derive the obserygdssing (1) and (2) in the inertial frame where= RV and

dynamics of a stationary target. f = RF the translation dynamics are a simple linear cascade
Denote the rigid body by the lettex. LetZ = {E,, E,, E.} )
denote a right-hand inertial frame such thigat denotes the E=w, mv = f.

vertical direction downwards into the earth. The position QFhese linear dynamics, along with the attitude dynamics equa-

the rigid body is measured at the focal point of the came{%d]S (3) and (4), form a cascade system in triangular form [14].

gare(rx thyar;)tlezcel_néte;oi r{ngfs EOI tgi}bsg); ?r?gdhtlia(\j: dn)0t§uch systems may b_e feedback Iinearized and are in a s_uitable

body fi;<e£i frame ;‘orA (cf. Fig. 11’). 'Igr;e agttitude oA is given for”.‘ for the gpphcauon of backsteppmg anq other nonlinear

by the rotationR: A — Z, whereR € SO(3) is an orthogonal design techniques. This structure is the basis of many of the
) ' nonlinear tracking control algorithms developed for the heli-

rotation matrix.
Let V and© € A denote the body fixed frame linear anqcopter [29], [13], [28], [16]. The cascade structure of the system

angular velocities of the rigid body. Let denote the mass of eads to internal passivity-like properties (from virtual input to

A and letI € R**® denote the constant inertia matrix arounéhe backstepping error) typical of each iteration of backstepping

the focal point of the camera (expressed in the body fixed fra cgntrol designs [14]. A key contribution of this paper is to show

) . . . at these passivity-like properties can be recovered for a cen-
A). Newton’s equations of motion (cf. for example [8]) yield """ . .
; . ) - 7~ troid image feature as long as a spherical camera geometry is
the following dynamic model for the motion of a rigid object:

used.
§=RV Q) LetP; € Zfori = 1,...,n represent stationary point
mV=—mQxV+F (2) targets. LetF; € A denote the coordinates of eath in the
L= Rsk(Q), 3) body fixed frame
I0=-QxIQ+T ) P;=R"(P; -¥¢).

where /' € A combines all the external linear forces actindhe geometry of the camera is modeled by its image surface
on A (including gravity) and” combines all external torques.S relative to its focal point. The image feature observed by the
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v Note thatl; = —V (the body fixed frame velocity of the object)
Q if and only if the inertial velocity of the target poid; = 0 is
zero. The dynamics of the image point are
7 d ..
‘.‘ ﬁ:—pr-_I_.an p: 1 _E7(R)P
\. : ' ORI

— —SK(Qp: + pir (i + (Is — pinzi)T(V—];). (®)

Due to the rotational ego-motion of the camera, (8) involves
the angular velocity? as well as the velocity”. This depen-
dence destroys the explicit triangular cascade structure of rigid
body motion expressed in the inertial frame. However, under
! certain conditions on the camera geometry, it is possible to re-

LT cover a passivity-like property (from virtual input to the back-
b stepping error) sufficient to apply a backstepping control design
'é P [14]. The storage function consideredisp; and a (bilinear)
supply ratep? QV; is used where) > 0 is positive semi-defi-
Fig. 2. Image dynamics for spherical camera geometry. nite. Section IV shows how this structure can be exploited in a
backstepping control design.
camera is denoteg; and is the projection of’; onto S in the I order that the image dynamics display the desired pas-
body fixed frame (cf. Fig. 2) sivity-like properties it is necessary that the first two terms on
the right-hand-side of (8) do not contribute to the derivative of
i = ﬁ P (6) the storage function. Thus, one requires that

_ . —pi sk(Q)pi + pi piny, sk(Q)pi = (p] pi)n,,sk(Q)pi =0
wherer(F;) is the relative depth of the target.

For a typical digital camera with a flat image plane tpeis  for all 2. This will hold only if 77 sk(Q)p; = 0 for all @ and

given by the perspective projection imposes the constraint
f& Mp; = )‘(R)p7 (9)
f Zi whereA(P) is some scalar function. Moreover, the vecigr
pi= b= fﬁ (7) is obtained as the gradient of a functionalR®> — R and in-
‘ Zi tegrability results ensure that the only scaling functiamhich
f satisfies (9) is(P) = |P|/f, wheref > 0isaconstant. Thatis,

the only image geometry that preserves the passivity-like prop-

wherer; = (X?’ Yi, Z;) € A, andf > Olis the foggl length of ¢ ies of the body fixed frame dynamics of a rigid object in the
the camera. Since the third entrymgfis constant it is common image space are those of a spherical camakithout loss of

to use only the first two coordinates (corresponding to pixel pﬁ'enerality we choosg = 1. In this casey, = p. The dynamics

sition) to represent image points. In the following developmegt », image point for a spherical camera of image surface radius
the spherical projection is used extensively. If the image Slu’hity are

face is spherical, then(F;) = |F;|/ f which rescales the point

P; onto the sphere of radiys An arbitrary rescaling function pi = —sk(Q)p; + 7p: vV

r(P;), (6) enables one to consider general camera geometry. r(F;)
Let

wherer, = (I3 — pp™') is the projectionr,: R* — 7,52 onto
or the tangent space of the sphéreat the poinip € S2.
P = oP, (£) Remark I1.1: It is not necessary to physically implement a
spherical camera. It is sufficient to numerically compute the
spherical projection of the observed image coordinates. For ex-
ample, in the case of a pinhole camera, the data available for
d - a point image are} = (u;, v, f) = (fXi/Zi, fYi/Z:, f)
p7 () =np ;. expressed in the perspective projection of the coordinates of a
point F; [cf. (7)]. The spherical coordinates for this image point
Note thatS is a level surface of and thafnn. is normal to the gre given by the algebraic transformation
surface forp; € S.
DefineV; € A to be the observed velocity of the target point p; = i . (10)
P; represented in the body fixed frame I

o= Motivated by the preceding discussion, we make the fol-
Vii=R (Pf, - 5) . lowing assumptions.

be the differential of the scaling function Applying the chain
rule, one has
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Assumption 11.2: dynamics. Premultiplying (14) by the combination maifiy
1) The image surface of the camera is spherical with urifte following two conditions are obtained:
image radius f = 1). 1) C,diag(—sk(Q)) = —sk(Q)C,,VQ € R3
2) The target points are stationary in the inertial frame. 2) C Il = Q, > 0.
Given assumptions 11.21) and 11.22), the dynamics of an eAssuming that the matrig’,, is full rank, it follows that
semble ofn observed |m?rge pointg, ..., p,} are given by Co=loals asls - anls] (16)

i = —Qxp— LV, fori=1,... 11 ,

p xp o i=1om o (1) fora; > 0,foralli = 1, ..., n. Note thatC,II = Q@ > 0
whereV = —V; is the velocity of the rigid object ang, := relies on the fact that; > 0. Let Q, := C,II for a given
r(P;). set of weightsy; and note thathe exact value of), remains

unknown Under and over bounds af,, are required for the
lIl. | MAGE SPACE ERROR CRITERIA control design in Section IV
In this section, the image space error considered is defined. minds < Qa < Anaxds-

Intuitively, the objective of a visual servo algorithm in imagel_he bounds\®, and \®__ may be estimated from over and

space is to match the observed image to a known “model mnin max )

. . : . under bounds onthe targetrangeé = 1, ..., n. These bounds
image of the target. Define a set of desired visual features . . . :
(" 1 which correspond to the expected image 0rte|olace the exa_ct gstlmates of dgpth information that is neces-
PL -0 P sary to apply existing IBVS algorithms.

the target if the camera were placed in the desired posmonRemark lIl.1: For the class of under-actuated dynamic sys-

and amtude. Thustpf, ... pn} are a set oh points on the. tems considered, it is physically necessary to use the attitude dy-
spherical image plane. The full image space error term is a . : . . :
. . namics to control the orientation of the force input to the linear
3n-dimensional vector e o . .
dynamics in order to stabilize the position of the system. It is

§ = vect(p; — p}) € R®". (12) impossible to separately stabilize the attitude and position of

In classical visual servo algorithms, the desired visual fellé camera as is done in classical IBVS. The error criterion pro-
tures are chosen to be fixed relative to thedy fixed frame posed regulates only the position of the rigid body. The attitude
As long as there are at least four point targets visible, miffontrol is derived from the backstepping errors derived from
mizing § ensures a particular attitude of the camera relative #3€ Proposed error propogated through the system dynamics (cf.
the target [24], [9]In this paper, we choose the orientation ofS€ction !V)- . _ .
the desired visual featureg to be fixed relative to the inertial _ Itis of interest to consider the reduced eom closer detail.
frame Since the orientation of the desired features is fixed fRecalling (12), it follows that

the inertial frame they inherit dynamics in the body fixed frame n n
due to the rotational ego-motion of the camera o1 = Z QP — Z op;.
-k * =1 =1
p; = - X p;. (13) Define
The advantage of choosing the orientation of the desired vi-
sual targets to be fixed in the inertial frame is seen when the first ._ zn: . 17)
order dynamics of the error are computed. Let Qo = gt ipi-

1 I T
. (Is = p1p1) The vectorg,, € R? is the principal visual “feature” that is used
in the proposed algorithm. It may be interpreted as a weighted

s (I3 = papz) centroid of the observed image. Using centroid information is

= an old technique in visual servoing [2], [26], [15], [34]. Many of

the applications considered that used centroid features involved

T highly dynamic systems. Historically, this may be due to the
T (Ls = pupy) simple and fast image processing algorithms needed to extract
Note that the matrixI depends on the unknown values The the centroid of an observed image and consequent improvement
dynamics of§ are in the dynamic response of a closed-loop system based on this

: ) information. Although processing limitations are becoming less

6= \dlag(_Sk(Q)),\é/ B \H/\V/ (14) important in modern applications, centroid image features are
3nx3n  3nxlo 3nx33x1 still one of the most robust and cheap image features to extract

Note that (14) replicates the passivity-like structure seenin (1ifom a scene.
A combination matrix approach [7] is used to combine the Define
full image erroré into a reduced error

8= Cob,  CoeR>" (15) b= i (18)
=1

that leads to a nonredundant formulation of the control problem.
The combination matrix must be chosen to preserve the pdswus,b* € A is a known vector with fixed orientation relative
sivity-like properties of the image dynamics in the reduced errtw the inertial frame, expressed in the body-fixed-frame. As a
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consequencg* inherits dynamics from the rotational ego-motinitially we consider only the error dynamics equation (20). De-
tion of the camera fine a storage functio; as

1
b= —Q xb". Si=3 &l (24)
Note that the dynamics df are independent of the linear Ve_Taking the time deriva'Five of, and substituting for (20) yields
locity of the rigid body sincé* is an inertial direction, not a S = —-6TQ.V. (25)
vector position. _ _ Note that the passivity-like structure of (20) ensure that (25) is
The visual error considered may be interpreted as the Veci‘i‘?dependent of the angular veloci
rial distance between a weighted centroid feature and a fixedAS discussed in Section I1I. the rﬁatr@a > 0 is not exactly

inertial directioné; = g — b”. As a consequence, miniMizingy v however, the fact that it is positive definite ensures that
|61] regulates the inertial position of the camera and regulatg%hoicev — &, is sufficient to stabilizeS, if the velocity V

those _degre_es of freedom In the attitude dynaml_c_s that aﬁ?\‘r‘ére available as a control input (kinematic control). The virtual
the orientation of the force inp®. If there are additional de- control chosen for (25) is

grees of freedom in the attitude dynamics that are not regu- 1

lated by the dynamic constraints of the system, then a secondary vvi="Lg (26)

control error (cf. Sections IV-A and IV-B) may be introduced. m .

If the weighting factorse are chosen to be equal; = «, Wherek; > 0is a positive constant. " = V%, then5; =

Vi = 1...n, then the proposed image feature is co-linear with (k1/m)8] Q.61 is negative definite irg; .

the accepted image centroid. This particular case is the simplesVith this choice, one has

to mplernent and has several advantages. _ | _ 6 = —sk(Q)6 — ki Ouby — k1 0.6 27)

1) It is not necessary to match observed image points di- m m

rect|y to desired features. An a|gorithm based on a Cow.here (52 defines the difference between the desired “virtual
struction of this nature will operate without precise targétontrol” V" and the true velocity

information. As long as the observed target is r_oughly by 1= My 8 (28)
the same as the expected target then the ceniroid= k1

a >, p; will be a reasonable representation of the truand will form the new error term used in the next step of the
target centroid. backstepping. With the above definitions, one has

2) The proposed design is not restricted to a finite number . ki g ki p
of image pointsF;. The proposed error criterion may be 51 = “m 81 Qady — m b1 Qab. (29)
extended to solid targets by replacing the summation OfDeriving 6, and recalling (21) and (27) yields
separate image points with integration over image sur- ki ky 1

face. Some care must be taken in order that the centroid 62 = —sk(£2)6, + - Qab1 + - Qad2 + 3

of the observed target is inversely weighted by the ob- Let S» be th dst functi . lth' irol al
served area of the image in order that relative depth infor- €tz be the second storage function using this controf aigo-

F. (30

mation is correctly incorporated into the error criterionr.Ithm
The weighted centroid used is 1
g S2=35 |6 (31)
=" 4 d
o= j;}cT p/pgp P Taking the derivative ob5, it follows that
i i ; . k k 1
using spherical camera geometry an_d whEtlis the area Sy =1 §TQ.61 + ~ §TQub2 + — 6TF (32)
of image as a subset of the camera image surface. m m k1
The positive semi-definite matrig@,, is not exactly known,
V. CONTROL DESIGN METHODOLOGY however, there are upper and lower bounds on the eigenvalues
In this section, an IBVS control derived using robust bac of Qo Thus, choosTg
stepping techniques [14] for an “eye-in-hand” camera with Fo= _kike 8 wherek, > \® (33)
under-actuated rigid body dynamics. m e
Deriving §; and recalling (16), it follows that is sufficient to stabilize the position of system. Since the
. . rigid-body system considered is under-actuated, the force
61 = —Cydiag(sk(€))é — CallV. (19) input F' is unable to assign the desired dynamics directly. It is

Recalling (16), Assumption 11.2, and the rigid-body dynamicgecessary to use the above definition as virtual force inputs in
equations (2)—(4), the full dynamics of the er&r may be a further stage of the backstepping procedure. Set

written 27,
: oo Rk (34)
61 =—sk(Q)61 — Q.V (20) . . _
mV = —mQxViLF 1) A new error termSg is defined to measure the scaled difference
. between the virtual and the true force inputs
R = Rsk(2) (22 m ! ™
I0=—QxIQ+T. (23) 0 3= g (F = F") = g ot 8o (35)



192 IEEE TRANSACTIONS ON ROBOTICS AND AUTOMATION, VOL. 18, NO. 2, APRIL 2002

The derivative ob, of (30) becomes may be arbitrarily assigned. To achieve the desired control, one

k k chooses
(k2 = Qa)ty + — hady (i sk (2) F)
m S
(36) )
_ kiko(kika + k3)

k
by = —sk(Q)62 + — Qub1 —
m

and the derivative of the second storage function is now
kl Ii'l kl o

So = — 63 Quadr — — 63 (koI — Qu)d2 + — k283 63. (37) - (msk(Q)63 — k1k203 — (krka + k3 + kq)64)
L T - " — m2sk(Q)F (45)
Deriving 83 and recalling (30) yields mes .
bs = 7271 F by — sk(Q) 7271 F 4 sk() 7271 Ia Substituting the control into the dynamics farleads to
kiks kiko kiko . k1 k1 (k'lk'Q + k'?)) ky
()85 + T2 Qudy — T (1 s ba= 5y Qabt = O kel = Qa)be — == 8a = 0 6.
= —sk( )3+EQQ1—E(2 — Qu)b2 (46)
k‘l m . .
+ — kb3 + 57— (F + sk(Q)F) . (38) Consequently, choosing
m ]{}1]{}2 1
Analogously to the previous case and following standard Sy = 2 |64]? 47

backstepping procedures, (gt + sk(Q2)F)” denote the virtual

control used in the next iteration of the backstepping. The i L A

vectorial term(£" + sk(Q2)[")" is assigned rather than dealingg, — ™ s7¢) 5, — "L §T (k] — Q)65

explicitly with the dependence on the actual control inputs. m m

This avoids some complications in the development due to (k1kz + ks) 5T 80 — ks §Ts,. (48)
4 U3 4 U4-

S the final storage function, one obtains

conflicting contributions from both force and torque control _ m _ m _
inputs. In practice it is a simple matter to compute the actual Following the above development, define a candidate Lya-
control inputs from the vectorial control design (cf. Section Vpunov function as

The virtual control assigned is L=251+Sy+ 53+ 5,4. (49)
% (F + sk() F) __(kaky + k3) §s.  (39) The derivative off is
172 m - kl k‘l k‘l
The expression for the derivative & may now be written L= “m 81 Qadr + m 83 Qs + m 85 Qb
. k1 k1 k k
by = —sk(Q)8s + — Qadr — — (kal = Qa)b - El 53 (kal — Qa)82 — El §7Qu 62
e,y ket k) s g0 I gt — Qs — B T, - B 7,
Hereé, is the last error term used in the backstepping procedure_emma IV.1: Consider the dynamics defined by (20)—(23).
defined by Let A%, and X7, be bounds on the maximal and minimal
m2 . 83 eigenvalues ofy,,. Let the vectorial controller be given by (45).
by = K2ky (ky ko + ks) <F +sk(Q)F + W) : (4 If the control gains satisfy
Let S5 be a third storage function defined by k1 >0, k2 > A%
_ 1 2 a 1 1
53 B 2 |63| . (42) kg ” kl)\max <)\Slin * kQ - Aﬁlin)
Taking the derivative of3 and recalling (40), one obtains and
k'l T k'l T k'?) T A2 ]{}2 — A2,
_ = - = I — _ 2 max min
Ss= - 85 Quby — - 6 (bl — Qu)o — 2 o8 by > by < G 0 Aa)
+M 5??54. (43) then the error signals
m
The derivative o, is 61, 62, 63, 64 — 0
. m? .. . . converge exponentially to zero.
b1 = k2ko(kiks + k3) (F+Sk (Q>F+Sk(Q)F) — sk(§2)és Proof: As the matrixQ,, is positive definite, its norm can
ky ky 3 be lower bounded by¢ ;. In this case, the Lyapunov function
+ o Qaby = — (ko] = Qa)b2 — — 65 derivative can be bounded by
+ M 64- (44) [’ < _ﬁ Aglinéfél + ﬂ )‘%axégél + ﬁ )‘%axézél
m m m m
At this stage, the actual control inputs enter into the equations _ @ (ky — A )6T6, — @ \* §Ts
via F' and{}. The exact manner in which the control inputs enter m 2 max/02 O2 7, Mmaxt3 02
depends on each individual application and the arrangements of _k (ks — A% Y678, — ks oo Kagrg (50)
thrust etc. that generate the forEe The application discussed m 2 i O 02T G O T, T T

in Section V indicates the manner in which this calculation By completing the square four times to dominate the cross
done in practice. It is assumed that the ter®( £’ + sk(Q)F) terms, it may be verified that the choice of control gains given
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in the theorem ensures that the right-hand side is negatthe secondary control task involving regulation of the remaining

definite in all the error signal$;, ¢ = 1, ..., 4. Classical attitude. In this manner, the cascaded control design proposed

Lyapunov theory may be applied and the result is provedm  allows one to overcome some of the pitfalls of visual servoing
The error coordinate$, regulate the position of the cameraassociated with the coupling of position and attitude errors in

The erroré, regulates the linear velocity of the camera and ethe image plane [11].

sures that it comes to rest. The additional error coordingtes The desired attitude of the camera may be characterized by

and 6, incorporate information on the attitude of the camerapecifying a desired inertial orientation for two linearly inde-

This is natural for an under-actuated system since the desipeEhdent directions in the body fixed frame Recalling (5), it

motion can only be obtained by exploiting the attitude dynamiés natural to choos®&' € A as a first unit direction. The fol-

to control the orientation of the fordé. If the position and linear lowing calculations are considerably simpler if the directions

velocity are regulated then the total external force must be zecbpsen are orthogonal. Thus, choose a second vétter .4

F = 0. Recalling (5), one has orthogonal taF and

Rerg, U = mg. (5]_) H=GxF.

It follows that any rotation of the rigid body that would affectt h Two d;gret;?;fireedorp n;;he grtrt:tude q[yr}arrk;[cs ?re fixed by

the orientation off" is directly stabilized via the backstepping 1€ conaitionfuts = c3 [cf. (51)]. The controt objective con-
errorss; ands,. sidered is to alignG as closely as possible W|th_ some visual

In certain situations, the errofg andé, may provide suffi- f(iatyrf:Fextracte;j_hfrom th? otbservgd tarr]get tiUbJeC.t thot tge con-
cient information to fully stabilize the attitude of the rigid body>" &ntt — ¢3. [he SImplest case 1S when the weighted cen-
%Id featurey, can also be used for stabilization of the attitude.

For example, consider the case of an airplane which is tracking it the inertial t C directiont | twith th
visual target moving with constant velocity (and stationary wit owever, It the inertial target direction 1S congruent wi N
rtial » axis (such as is the case when one wishes to hover

respect to an inertial frame chosen to move at the velocity of t " ¢ 0. th tabilizing th leads to th
target). The proposed control law may be used to designa c {ectly over a targe )'. en stabilizing the ertrieads to the
symptotic relationship

trol that will stabilize the airplane to fly with constant velocitya .

at fixed offset from the moving target. The aerodynamics of the RF = ¢35 = kb - %

airplane will in turn force the airframe to be aligned in the di- 0% |ga

rection of flight. Thus, in such a case the underlying dynamidss a consequence; G, ¢S H — 0 andq,, cannot be used as a

of the rigid body motion provide a further stabilizing force thayisual feature to stabilize the remaining degree of freedom in the
will asymptotically stabilize the attitude of the rigid body. Mathattitude dynamics. In such a situations it is necessary to define
ematically, the asymptotic convergence of such a system napew “feature” vector computed from image measurements

be proved by appealing to La Salles principal in the proof of i=n
Lemma IV.1. q3 = Z Bipi
In other situations, stabilization of the error termsandd, i=1

will not determine the full attitude of the device considered. I¥heres; are a set of real constants. Itis not required that 0

the case of a helicopter hovering directly over a target, then b@Rd differences between observed points may be used to gen-
pitch and roll components of its attitude are regulated by tiféateqs vectors in any direction even if the observed image
errorsé; andé,, however, a yaw rotation around the main rotopints are clustered some distance from the camera.

axis will leave the orientation df fixed. In the example givenin ~ The derivative ofy; is

Section V, a simple proportional control is used to stabilize the ds = —sk(Q)gs — QsV (52)

yaw angular velocity. It may be of interest, however, to stabilizgnere

the remaining degree of freedom in the attitude dynamics using

an additional error criteria. Two control laws to deal with this Qg = Z
situation are presented in Section IV-A and IV-B.

Bi
— Ty, .
7(]37) Dbi

ye . . . . . . . Define
A. Stabilization of Remaining Orientation Dynamics With
Reference to Visual Data o1 = (p— q;‘x-FG)

reliably (necessary to define the inertial target vedidfsee the O.D.E.

(18)]) in order to define the errdr; [see (15)] and obtaining a

. 2 2 2
second may be impossible. In such a situation, the remaining r= al(“2 51" + <q'82’ F)%) (53)
degree of freedom in the attitude dynamics may be stabilized 1(0) :=1qs(0)]" — {(gs(0), F)".
using only visual information derived from the target. The operatof-, -) is the scalar product and > 0 is a positive

To control the remaining attitude of a camera via an error gonstant. This is a stable first-order nonlinear system driven by
image space, it is necessary to consider error criteria that depositive autonomous signiak|* — (gs, F)* > 0. Since|gg|
pend on vector directions fixed in the body fixed frame. A keis bounded it follows thatup{|gs|*} > p(t) > 0for all time. It
observation for the proposed control design is that such an eriotheoretically possible thait) — 0 ast — o if (and only if)
is chosen and minimized after the regulation of the visual errgpan{gs} — span{F}. This possibility is avoided in practice
1. Thus, regulation of a position is guaranteed independentlylf a suitable choice afs.
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Define a cost Using this along with the above derivation, one may write
1 .
Wii=3 of = 5 (n—q5G)* Wy = —aiof (i + (a5, G)) + 01 (g5 sk(G)mpQl + GTQ,V)

A control is proposed that acts to minimiz&;. It is shown +a101q§H02-
later that this will achieve the desired control objective. The
derivative of W, yields Here both the translation dynamics and the existing attitude dy-

. T T namics act as perturbations to the convergence of the storage

Wy = 0143 HF Q+O’1(N+(]381{(G)7TFQ+G Q’gV) (54) function W

whererg is the projection matrid; — FFZ. A classical backstepping procedure is used to derive the con-
Note that assigning 2 corresponds to assigning the twdrol. Since the switching control used is differentiable, a back-
degrees of freedom df that control the orientation doF'. It Stepping procedure generates a valid control over the entire do-
is exactly these degrees of freedomsbthat are fixed by the main (excluding the anti-stable poigf G < 0 andg} H = 0).
backstepping errof;. The componenEZ$ denotes the re- Only the case whergys, G) > €|gg| is studied in detail as this
maining degree of freedom in the attitude dynamics. This deegime will govern the asymptotic behavior of the closed-loop
gree of freedom is decoupled from the rotation$ assigned System. On the domaifys, G) < ¢|gs| then a suitable control
by the backstepping procedure and may be used explicitly a$ #hosen based on the standard backstepping procedure.

virtual control input for the remaining attitude dynamics. Define
A complication for the stabilization of the attitude dynamics 1,
is that there must always exist a singularity in any stabilizing Wa =5 o3, (56)

control defined on a sphere. This singularity usually occurs at
the point diametrically opposite to the desired set point. In tHen
proposed design this topological constraint is manifested as a
factorqBH that premultiplies the virtual contrd”' Q2 in (54).

T
The termg H is zero both at the desired set poigf ¢ maxi- 14 simplify the torque control due to the inplf it convenient

mally posmve) and at the antipodal poqu(G maX|maIIy Neg- 1o linearize the attitude dynamics [see (23)]. Define
ative). There are two implications of this property in the control

design: Firstly, it is necessary to consider a (globally) discon- wi=-I1Q xIQ+I7'T. (57)
tinuous control in order to drive the system into a neighborhood

of the desired set point and avoid unwanted complications d8icel is full rank, then this is a bijective control input trans-
to the antipodal singularity. Secondly, the control design mufstrmation betweer® andw. With this definition, ther(2 = w.
exploit the relationship betweeff H and¢; G in the limitto  For(gg, G) > ¢|qg], set

obtain exponential convergence. The first difficulty is overcome - - -

using a switching control law described below. The second is Frw:=—F sk(Q)gs —01¢5 F — az05. (58)
linked to the role of the time-varying constanin (53).

W2 = UQ(FTQ + FTSk(Q)q,ﬁ - FTQ,BV)'

Lete > 0 be asmall positive number. Choose a virtual control Let
—a1q5 H, if (g3, G) > ¢|qs] W =W, + W,
FrQ)y .= o H 55
( ) —al%w, if (s, G) < €|gg] 3) Then, for{gs, G) > €|gs|, one has
s .
where the function) = (s, (g5, G), (g5, H)) > Ois any W = —a10i(k+(gs, G)) + o1(gfsk(G)mp — GTQpV)
real valued function such that f@ys, G) < —|gs|e (wheree —ap03 — 0sFTQV. (59)

is some small arbitrary number) thén= 1 and such that the

switch between the control algorithms is at least once differen-Theorem 1V.2: Consider the system dynamics equations
tiable. The function) is a smoothly varying function introduced(20)—(23) and let the forcé’ be given by (5). Letx®, and

to allow the backstepping procedure to be undertaken over tkfg,.. be bounds on the maximal and minimal eigenvalues of
entire domain. The details of the convergence on that part@f, and A\, be a bound on the maximal eigenvalue(@s.

the domain wherdgs, G) < —|gg|e is not of particular in- Let1 > ¢ > 0 be a suitably small positive constant. Let the

terest. It suffices to note that any transient of the system wilectorial controller be given by (45). Set the remaining degree
be forced to converge to the domdis, G) > |gs|e in finite  of freedom in the torque control to be given by (58) along

time. Within the domain(gg, G) > |gsle it is necessary to an- with the control transformation (57) f&&* g5 > €|qs| and the

alyze the asymptotic convergence properties of the closed-latpndard backstepping control law 16 g5 < €|gs|. Choose

system. Fofgg, G) > |gs|e, the backstepping error is gainsk; > e, then
»i= (B70) — (B7Q)" = (E7Q) + a1 gf H, b oo by > G
Since the triple{F, G, H} of vectors forms a basis fo, 22 Aax (k2 = Afax)
then and

k1 (ko — A3in)”
(k2 = A\ax)

max

ky >
|Q,ﬁ|2 = <Q,87 F>2 + <Q,87 G>2 + <Q,@7 H>2 *
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Set from Lemma IV.1 due to the need to use some control action
ey (A2 )2 U2k (ki oy + i) in the linear dynamics to bound perturbations in the attitude
fii= fai= 2 3 dynamics). The full procedure leads to
m meq
and choose Us -
1511 1511 15f3 153 where
a] > max s s s
2602, 2e(ko — A2, " demBks’ demky

. {C)‘%in € 91{;1()‘%&()2 9/{}1/{}% ae CLQ}
c=mny —, — —_— = 3.

? ? ? ? ?
3m  3m 3m 3m 5 5

a9 > Mmax 9f1 9f1
2 275 7 2(k2 - )‘glax) .

min

It follows from classical Lyapunov theory that the errors

Assume that the thrust magnitude 61, ..., 64, 01, o2 CONVerge to zero exponentially.
1 Furthermore, from La Salles principalconverges to an in-
U > 5 ™M9 variant set. Firstlyy, = 0 impliesy. = (g3, G) > 0. Secondly,

it is easily verified thaf: converges to zero and hence
is always at least half the gravitational force and that the visual 2 2 9
we = lqel” — (gs, F)

featuregs satisfies
asymptotically. Combining these two points it follows that
(g8, H) = 0in the limit. The result follows. A

Then the error coordinatds [see (15)]6, [see (28)],8; [ see Theorem V.2 provides a complete characterization of the sta-

(15)], 64 [see (28)], andr; and o, converge exponentially to Pilization of the body fixed frame. The final orientation in align-
zero. Furthermore ment is achieved by noting that the conditions of Theorem 1V.2

result in
G =+l — (a5, ).
(23, G) lgs|* — (a8, F) qs € span{G, F}

Sketch of Proof:It may be directly verified that the
e ) . . and
switching control chosen will drive the system to satisfy thg c
condition (g3, G} > ¢€|gg| in finite time. Since the possible
perturbations due to the linear dynamics are exponential
decaying, then there exists a finite tirfi¢ such that for all
t > 77 one may assumgys, G) > ¢|gg|. Define

lgsl > .

(g, G) > 0. Thus, specifying a suitable attitude is simply
ase of choosing a suitable vecjgbased ora priori knowl-
dge of the target and desired set point pose. An important ob-
Ervation is that the constantised in the proof of Theorem IV.2
is the worst case lower bound on the control margin available to
stabilize the remaining attitude dynamics. In practice, there will
U:=L+W. be considerably more control authority than this available for
the asymptotic convergence of the system. Thus, the estimate
Premultiplying (41) byry, using (5), and bounding the thrustof the exponential stability constant> 0 derived in the the-
u > 1/2myg yields orem is likely to be considerably smaller than the true stability
(B2 ko (ks + ) margin for_the system. Finally, it should be mentioned that Th_e-
SCAME AR orem IV.2 is intended as a proof of concept and the that the gains
um used are not optimized. In practice, the gains would be opti-
- 2(kZky(kiks + ks3)) <i|53| n |64|> mized based on the particular configuration considered. A gain
- m3g m? ' schedule based on estimated value$af .« (Q.), Amin(Qa),
Amax(@ )} may be used to improve the overall performance of
the closed-loop system.

|mp Q| <

From (28), one has

Vi< s 418
Vi< m (I62] +[611)- B. Stabilization of Remaining Orientation Dynamics with

- . . . .. Reference to an Inertial Measurement
Substituting these expressions into (59), one obtains bilinear

cross terms between the errors and o, and the errors If a second inertial direction is available (similar in nature to
81, ..., 62. The value off may be calculated from (50) and?®), then there is no need to resort to visual data to regulate the
(59). To ensure that all the cross terms are dominated, itaHitude and a simple error based on the state rotation matrix may
simply a case of completing the square ten times. The appro?@nused- S

taken was to divide the negative definite terms|dn® into ~ Denote the new inertial direction by; € 7 and assume
three parts, the first to provide a negative definite term fdithout loss of generality thatj| = 1 and that(cj, es) = 0.

the final stability argument, the second to dominate the crob§iS guarantees that, in the limi, cg) = 0. As a conse-
termssZ6; for i # j, and the third part divided equally to helpduénce, it is unnecessary to !ntrodupe a scaling factor such as
dominate the cross termas|s,|. The term—ayco? was divided # [Cf. (53)] and the error considered is simply

into five parts to cover cross terms in the erri& |, ..., 64|} yi=1—(RT¢, G)

and leave a part negative definite while the term,o3 need

only be divided in three. It is from this procedure that thevhereG is a fixed direction in4, the body fixed frame orthog-
bounds stated in the Theorem are obtained (note the differencl to the directior¥.
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Apart from a slightly simpler form due to the fact thatioes Note that the second derivative of the heave conirenters
not depend on visual data, the derivation of the attitude contioto this expression. To implement this design procedure, it is
law is analogous to that presented in Section IV-A. Note thaecessary to dynamically extend the heave control
the attitude control in this case will only depend on the signals i = v (62)
b3, 64 since thed;, &, errors only entered into Theorem V.2 . .
due to the derivative of. Itis still necessary to use the stabilityWhereU IS a new control input and the dynamms: v are

! omputed within the control structure. Using the control input

of the position dynamics to prove stability of the final attitud€ . . . .
dynamics. The details are somewhat tedious and are omitted glggsformatlon (57), the dynamics equation (62), and knowing

to space constraints. atsk(es) is of rank_two with entries only in the firstand second
columns, one obtains

UwWo
V. APPLICATION TO A SCALE MODEL ves +usk(Q)63 = | —uw; |. (63)
AUTONOMOUSHELICOPTER
v

In this section, the procedure presented in Section IV is afpfemains only to observe that, as longag 0, the control sig-
plied to an idealized model of the dynamics of a scale modadhlsw,, ws, andv are uniquely determined by the visual servo
autonomous helicopter. control equation (45). This is certainly the case in hover condi-

An important control task for an autonomous helicopter is tions sinceu ~ mg must counteract the gravitational force.
achieve stable hover over a target. This task forms the first stagd@ he above control design leaves = ¢ w free to stabilize
of any landing maneuver. Rough position may be obtained fraime yaw angle to a desired value. In this example, a simple pro-
a GPS unit but accurate positioning must be done using logalrtional stabilizing feedback
measurement systems such as a vision system. The remaining ws 1= —K Qs (64)

system variables required for the proposed control design n}%}'lK > 0, a suitable constant, is applied. Due to the decoupled

be derived from external systems. For example, the veldcity ature of the attitude dynamics (using the transformed control
may be derived from an extended Kalman filter based on diffefs one has y 9

ential GPS data and accelerometer data. The angular velodity
may be obtained by a “three axis rate gyro” assembly while a
three axis linear accelerometer, along with some basic filtering,

will give a good approximation of the gravitational direction, 4 Lyapunov theory ensures that the yaw velocity converges

The gravitational direction is the only inertial direction that i$5 zero and that the helicopter (at least the simulated helicopter)
necessary for the proposed control. will stabilize in hover using visual data.

A helicopter has four control inputs available.
» ues: The principal rotor provides a strong lift force termec®. Simulation

“heave,” oriented along the vertical axis of the helicopter | this subsection, a simulation is presented to illustrate the
body frame. Itis the main force responsible for sustainingsrformance of the proposed control law. The simulation con-
the helicopter in flight and used for forward propulsion. siders the case of stabilization of the helicopter already in hover
+ I': Torque control for the attitude dynamics including th@ight to a new set point several meters distance from the ini-
aerodynamic effects is obtained via the tail rotor collectivigg| condition. Consider the case where one wishes to position
pitch and cyclic pitch to the main rotor. the camera parallel to a plan target characterized by a square.
A helicopter has six degrees of freedom, the dynamic modaelthe case of a pin-hole camera, the visual measurements avail-
has twelve states, and there are only four control inputs. Thble are the projective coordinates of the four points defining the
idealized dynamics of a model helicopter expressed in termssgfuare{(u, v1), (ue, v2), (us, vs), (w4, v4)}. These coordi-
the motion of a target in the visual plane are given by (20)-(2Bates are transformed into spherical coordinates using the trans-

d
pn Q3]* = —K[Qs]?

with the force defined by formation equation (10). The desired target veétois chosen
such that the camera set point is located 6 m above the square.
F = —ues +mgRTes (60) ltis defined by{(—a, a), (a, a), (a, —a), (—a, —a)} wherea

represents the ratio between the vertex length and the final de-

wherem is the total mass of the helicopter ands the gravita- sired range. In this experimen_t the parametbas been chosen
tional constant. For more details on the modeling procedure, fid°€ equal to 0.4851. The weighisare all taken to be équ_al to
interested reader is directed to any number of texts on helicopfity- Using the above specification, the desired feattreill

modeling and control (Cf., for examp|e, [23])_ be defined in the body fixed frame as follows:
For the case of an idealized helicopter [see (60) and full « _ pT 4
. . b*=R" (0,0, .
torque control] then the control law defined in (45) becomes V14 2a?
The parameters used for the dynamic model are based on
. : _ . k2 ko (kika + k3) preliminary measurements for a VARIO 23cc scale model he-
(_ue?’ +sk (Q) 63“) = sk(Q)ies + m2 licopter owned by HeuDiaSyC (CNRS Laboratory, Université

(kiko + ks + ka) 5 61 de Technologie de Compiegne). The values usedmate 9.6,
m 1) (61) I = diag(0.4, 0.56, 0.22) andg = 9.8. The magnitude of the

. <Sk(9)63 — klk? (53 —
m
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Fig. 6. Evolution of the image features in the image plan.

Simulation results of the closed-loop behavior of the idealized
e helicopter model considered equipped with the proposed control
are shown in Figs. 3—6.

Fig. 4. Evolution of the attitude and position of the helicopter in “roll, pitch,
and yaw” Euler angles and Cartesian space coordinates.

-1 : =) : 6

VI. CONCLUSION

initial force input is chosen to be, = gm ~ 94, corresponding  This paper has provided a rigorous derivation of an IBVS
to the fact that the helicopter is initially in hover flight. The ini-control design for a class of under-actuated dynamic systems.
tial position is The algorithm is novel in considering the full dynamics of the
rigid-body motion of the camera fixed frame and leading to a
control design in which only bounds on the relative depths of
the image points are required. An interesting aspect of the design
is the use of the spherical projection for the camera geometry.

The center of the targétis chosen to be the origin of the inertial! "€ Simulation of the control of a scale-model autonomous he-
frame. licopter shows the nature of potential applications of this work.

Assuming that\ma(Q.) is a function of initial conditions The authors would like to acknowledge the important issue

and that\,.(Q..) is a function of the desired location, i_e_,assouated with the discrete sampling involved in using any
. . camera system. Corlat al. [4] showed that the dynamics asso-
|61] is always decreasing, we choose

ciated with the camera sampling rate in a sampled-data visual
servo system may lead to significant performance degradation
and even instability of an IBVS closed-loop system. This issue
From the assumed values &f ;,, and A, we have used the is beyond the scope of the present paper or indeed most of the
following control gainsk; = 0.2, k; = 1, k3 = 3, andks = 3 recent work in visual servoing. This issue must not be ignored
that satisfy the conditions of Lemma IV.1. in any real-world application of visual servo systems.

and ¢y = 0.

5
50 6 ) %:Q():Oa
-1

4

> =0.02 and \?

min max

=0.37.



198

ACKNOWLEDGMENT [25]

The authors would like to thank P. Corke and F. Chaumett@e)
for many interesting and informative discussions. The authors
would also like to thank the anonymous reviewers of the orig(»7)
inal version of this paper who provided comments and remarks
that have been invaluable in helping us understand what we s

trying to do as well as significantly improving the paper. ]

REFERENCES [29]
[1] O. Amidi, T. Kanade, and R. Miller, “Robust vision for vision-based
control of motion,” inVision-Based Autonomous Helicopter Research
at Carnegie Mellon Robotics Institute (1991-1998) Vincze and G.
D. Hager, Eds. New York: IEEE Press and SPIE Optical Engineering
Press, 1999, ch. 15, pp. 221-232.

[30]

IEEE TRANSACTIONS ON ROBOTICS AND AUTOMATION, VOL. 18, NO. 2, APRIL 2002

C. Samson, M. Le Borgne, and B. Espid&pbot Control: The Task
Function Approach Oxford, U.K.: Oxford Univ. Press, 1991.

A. Sanderson, L. Weiss, and C. Neuman, “Dynamic sensor based con-
trol of robots with visual feedback/EEE Trans. Robot. Automatrol.
RA-3, pp. 404-417, 1987.

O. Shakernia, Y. Ma, T. J. Koo, and S. Sastry, “Landing an unmanned air
vehicle: Vision based motion estimation and nonlinear contrian

J. Contr, to be published.

H. Shim, T. J. Koo, F. Hoffmann, and S. Sastry, “A comprehensive study
of control design for an autonomous helicopter,”"Hroc. 37th Conf.
Decision and Control CDC’981998.

A. Sira-Ramirez and R. Castro-Linares, “On the regulation of a heli-
copter system: A trajectory planning approach for the Liovillian model,”
in Proc. Eur. Control Conf. ECC'9%arlsruhe, Germany, 1999, Session
DM-14.

M. Srinivasan, J. Chahl, K. Weber, S. Venkatesh, M. Nagle, and S.
Zhang, “Robot navigation inspired by principles of insect vision,”
Robot Autonomous Systol. 26, pp. 203-216, 1999.

[2] R.L.AnderssonA Robot Ping-Pong Player: Experiment in Real-Time [31] L.E.Weiss, A. C. Sanderson, and C. P. Neuman, “Dynamic sensor-based
[3] Bntgugﬁ?tacrl‘gn’t\;olSr%aggggggbgﬂr%rrgcm.e;gh13 ssfiém for imaging COPtEJ/L(g robo}lsc)xviTl\;isgal fel%%t)?aCklEEE Trans. Robot. Automat.
. I . I IV_ y r _I VISI Y I_ Ing, vol. -3, pp. , Oct. .
rar(\jgglg and Iga\kljlgtatlonFIgAthe'?t dk;me?]ﬂlg;si 133’90- Int. Conf. Field  [32] D.Wettergreen, C. Gasket, and A. Zelinsky, “Autonomous guidance and
and service Robotics, 'OBittsburgh, PA, . control for an underwater robotic vehicle,” Rroc. Int. Conf. Field and
[4] P.Corke and M. Good, “Dynamic effects in visual closed-loop systems,” Service Robotics FSR'9®iitsburgh, PA, 1999.
IEEE Trans. Robot. Automatol. 12, pp. 671-684, Oct. 1996. [33] W. J. Wilson, C. C. W. Hulls, and G. S. Bell, “Relative end-effector
[5] P. Corke and S. A. Hutchinson, “A new partitioned approach to image- conrol using Cartesian position-based visual servoiti§EE Trans.
E):asecéws’l\jlal sezzgvc())ocontrol,” Proc. Int. Symp. RoboticMontreal, ON, Robot. Automatvol. 12, pp. 684-696, Oct. 1996.
anaada, May . 34] B. Yoshimi and P. K. Allen, “Active, uncalibrated visual servoing,” in
[6] K. Deguchi, “Optimal motion control for image-based visual servoing 1341 Proc. IEEE Int. Conf. Robotics and Automation, ICRA'S&n Diego,
by decoupling translation and rotation,” Rroc. Int. Conf. Intelligent CA, 1994, pp. 156-161.
Robots and Systems998, pp. 705-711. [35] E.Zergeroglu, D. Dawson, M. de Queiroz, and S. Nagarkatti, “Robust vi-
[7] B. Espiau, F. Chaumette, and P. Rives, “A new approach to visual ser- "~ sual-servo control of robot manipulators in the presence of uncertainty,”
voing in robotics,”IEEE Trans. Robot. Automatvol. 8, pp. 313-326, in Proc. 38th Conf. Decision and ContrdPhoenix, AZ, 1999.
June 1992. ) ) ) ) [36] H.Zzhang and J. P. Ostrowski, “Visual servoing with dynamics: Control
(8] \';'v G|0|d5{g|8nécfjg!ca| “\/J\?Chlanlgszhd Qd-PhRe_adlng, MA: Addison- of an unmanned blimp,” iProc. IEEE Int. Conf. Robotics and Automa-
esley, ) Ison-Wesley series in Physics. tion, Detroit, MI, 1999, pp. 618-623.
[9] R.Horaud, B. Conio, O. Leboulleux, and B. Lacolle, “An analytic solu- PP
tion for the perspective 4-point problem,”@omputer Vision, Graphics
and Image Processing New York: Academic , 1989.
[10] K. Hosada and M. Asada, “Versatile visual servoing without knowledge
of true Jacobian,” ifProc. IEEE/RSJ Int. Conf. Intelligent Robots and Tarek Hdamlel received thg B.Eng. degreg from tt)he
SystemsMunich, Germany, 1994, pp. 186-193. Institut d’Electronique et d’Automatique d’Annaba,
[11] S. Hutchinson, G. Hager, and P. Corke, “A tutorial on visual servo col Algeria, in 1991 and the Ph.D. degree in robotics
trol,” IEEE Trans. Robot. Automatol. 12, pp. 651-670, Oct. 1996. from the University of Technologie of Compiegne in
[12] R. Kelly, “Robust asymptotically stable visual servoing of plana | == 1995.
rObOtS,”lEEE Trans. RObHOt Automatlol 12, pp. 759—766, Oct. 1996 A He conducted his Ph.D. research at the Lab-
[13] T.J. Koo and S. Sastry, “Output tracking cqntrol design of a helicopt: - oratoire Heuristique et Diagnostic des systemes
model based on apprQX|mate linearization, Froc. IEEE Conf. Deci- -— complexes de Compiegne, France. After two years as
sion and Control CDC'981998. ) a Research Assistant at the Compiegne University of
[14] M. KTrstic, I. Kanellakopoulos, and P. V. Kokotovidpnlinear and Adap- Technoloav. France. he ioined the Centre d'Etudes
tive Control Design Providence, RI: Amer. Math. Soc., 1995. de M 9y, 4l ' dJ E in 1997
[15] M. Lei and B. K. Ghosh, “Visually guided robotic motion tracking,” in . . _ge Mecanique dlles de France in as an
Proc. Thirteenth Annu. Conf. Communication, Control and Computin@_ss'Stam_ Professor. His resea_rch interests |nc|ud§ pontrol theory and robo_t|cs
1992, pp. 712-721. _ ith parplcular focqs on nonlinear co_ntrol and vision-based control. He is
[16] R. Mahony, T. Hamel, and A. Dzul, “Hover control via approximaténvolved in applications of these techniques to the control of unmanned aerial
lyapunov control for a model helicopter,” Proc. 1999 Conf. Decision Vvehicles and mobile robots.
and Contro] Phoenix, AZ, 1999.
[17] E. Malis, F. Chaumette, and S. Boudet, “2-1/2-d visual servoiltfFE
Trans. Robot. Automatvol. 15, pp. 238-250, Apr. 1999.
[18] A.Maruyama and M. Fujita, “Visual feedback control of rigid body mo-, Robert Mah ived th . d .
tion based on dissipation theoretical approachpPiiac. 38th Conf. De- obert Mahony received the science degree in ap-
cision and Contrgl Phoenix, AZ, 1999, pp. 4161-4166. plied mathematics and geology and the Ph.D. degree
[19] G.Morel, T. Liebezeit, J. Szewczyk, S. Boudet, and J. Pot, “Explicit i in systems engineering from the Australian National
coporation of 2D constraints in vision based control of robot manipul4 University, Canberra, in 1989 and 1994, respectively.
tors,” in Robust Vision for Vision-Based Control of Motjéh Corke and After working for a year as a geophysicist pro-
J. Trevelyan, Eds. New York: Springer-Verlag, 1999, vol. 250, Lectu cessing marine seismic data he returned to pursue his
Notes in Control and Information Sciences, pp. 99-108. doctoral degree at ANU. Between 1994 and 1997,
[20] N. Papanikolopoulos, P. Khosla, and T. Kanade, “Adaptive robot visu he worked as a Research Fellow in the Cooperative
tracking,” inProc. Amer. Control Conf1991, pp. 962-967. Research Centre for Robust and Adaptive Systems
[21] J. A. Piepmeier, “A dynamic quasi-Newton method for model indepe based in the Research School of Information
dent visual servoing,” Ph.D. dissertation, Georgia Inst. Technology, Sciences and Engineering, Australian National
lanta, J“'ﬁ 19.39“ d P. Rives. “Applving visual . hniquelniversity, Australia. From 1997 to 1999, he held a post as a Post-Doctoral
(22] 5)‘ Ecl)srft?(l)rl -o?laonigt?i:; Eér?civii;e As?/gt)elzlrrr]]q’vﬁlﬁgg slggg'qgttegoﬂ'fquqisellow in the CNRS Laboratory for Heuristics Diagnostics and complex
: : ) e c - systems (Heudiasyc), Compiegne University of Technology, France. Between
?ggf{gi and Automation, ICRA9Nagasaki, Japan, 1995, pp. 1999 and 2001 he held a Logan Fellowship in the Department of Engineering
[23] R. W. Prouty, Helicopter Performance, Stability and Con- and Computer Science at Monash University, Melbourne, Australia. Since
trol. Melbourne, FL: Krieger, 1986 (reprinted with additionsJuly 2001, he has held the post of Senior Lecturer in mechatronics at the
1995). Department of Engineering, ANU. His research interests are in nonlinear
[24] P.Rives, P. Bouthémy, B. Prasada, and E. Dubois, “Recovering the dipntrol theory with applications in mechanical systems and motion systems,

entation and the position of a rigid body in space from a single viewgnd mathematical systems theory and geometric optimization techniques with
INRS-Telecommunications, Verdun, QC, Canada, Tech. Rep., 1981. applications in linear algebra and digital signal processing.



	Index: 
	CCC: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	ccc: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	cce: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	index: 
	INDEX: 
	ind: 
	Intentional blank: This page is intentionally blank


