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Abstract

System resilience is about ensuring that the system produced matches the system requirements. It

focuses on various forms of testing. A key motivator is cost—the earlier a problem is identified, the

cheaper it is to fix.

The experience of a team at Carnegie Mellon University in developing wearable computers is considered.

Their experience shows that (at least in the context of highly experimental products pushing the bounds

of what is possible) rapid prototyping works.

At this stage in our project (Silent Alarm), only analysis and Type I testing are possible. Analytical,

formal validation is outside our collective skill-set but rapid prototyping would be practical and valuable.

If we were able to do formal verification, it would be best applied iteratively with the prototyping.

The Type I–IV progression is likened to the Waterfall model for software development: this is compared

to the spiral model for software development, and a more iterative model of testing is advanced and the

implications discussed.

1 Background

System resilience is about ensuring that the system requirements match the system actually produced. As

such, it focuses on various forms of testing. This set is drawn from Blanchard & Fabrycky (2011).

Analytical CAD/CAM, formal verification of specification. May include analytical devices such as

Petri nets and statistical models (Billinton & Allan 1983).

Type I/Proof-of-concept “Do the bits work?” Testing individual parts of the system, often in very

early stages of development—for example breadboards. Rapid prototyping sits within this stage.

Type II/Model “Does the prototype work?” Testing the system as a whole but in isolation from the

environment. It is usually full prototypes or early production models that are tested.

Type III/Operational “Does it work in the real world?” Testing the full system in situation as close

to real-world usage as possible.

Type IV/Support “Can we improve it?” Testing after deployment, usually to identify areas for im-

provement either in the system itself or in its usage and maintenance procedures.
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A key motivation is cost: it is cheaper to fix a problem in the proof-of-concept stage than in operational

testing (Billinton & Allan 1983).

This sort of development is especially suited to software development, leading to slogans such as “Release

early, release often. And listen to your customers.” (Raymond 1999), the emergence of Test Driven

Development and Behaviour Driven Development methodologies, and the development of some amazingly

powerful software testing frameworks.

2 Literature Review

Smailagic, Siewiorek, Martin & Stivoric (1998) is a case study of rapid prototyping (part of Type I test-

ing). Two decades before Google Glass, a team at Carnegie Mellon University was developing wearable

computers. Their experience shows that (at least in the context of highly experimental products pushing

the bounds of what is possible) pervasive rapid prototyping was effective at producing better products

for less.

Two ‘development cycles’ are compared, where they developed different models of wearable computers.

In one cycle, they built the Navigator 1, which was put together from COTS (Commercial Off-The-

Shelf) components. In the second cycle they built the VuMan 3, which was custom-designed with rapid

prototyping. Table 1 shows the differences.

Attribute Navigator 1 (COTS) VuMan 3 (custom)
Overhead factor (%) 56.5 5.6
Cost ($) 4840 3550
Person power (months) 28 23
Software portability 95% 35%
Power (W) 7.5 1.5

Table 1: Attribute comparision between Naviagator 1 and VuMan 3. “Overhead” represents the per-
centage of discrete functions included in the components making up the system which are not used in
the system.

This shows that the further you push rapid prototyping, the better results: the custom model was better,

cheaper, and produced faster. In particular, there was a ten-fold reduction in overhead.

This further supports the assertion that rapid prototyping is particularly useful for novel, experimental

and untested concepts. For example, it’s much more applicable to building a phone or a wearable

computer or a piece of software to building a road or a bridge or a tunnel.

Given that we are developing an integrated hardware/software solution, and that we are developing

something that, as far as we’ve been able to tell, is not a well-explored problem, rapid prototyping is a

valuable tactic.

3 Application to Project

At this stage of our project (Silent Alarm), only analysis and Type I testing are available to us.

Analysis A number of analytical, formal validation tools are applicable. This is outside our collective

skill-set, but as we’re designing a safety device, it would be appropriate to do so if we were building this

as a company.
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For example, we want to analytically prove that:

• The software will:

– Never ‘crash’ or ‘hang’.

– Always respond within an acceptably short time period (hard real time).

• The radio protocol is robust against:

– expected levels of interference.

– multiple systems and units operating within range of each other. If a neighbouring warehouse

installs the same system, we don’t want cross-talk.

This is analytic testing because it is not done by actually testing systems. For example, the radio

protocol is tesed by someone with mathematical expertise proving mathematically that the protocol

satisfies certain properties. Unlike Type I testing, analytical testing of these properties proves that the

properties will always be satisfied.

Type I More practically, we could apply rapid prototyping (in the Type I tier). There are a number of

aspects well suited to ‘proof of concept’ prototyping. For example, we could test the range of the radio

modules and the geometry, thermal and electrical characteristics of a poser supply.

For example, testing various battery chemistries and configurations is best suited to Type I testing.

Simulation can explore electrical properties, but simulating thermal properties and getting a feel for

weight and shape is much harder.

Type I tests are often straightforward. Here, we need two multimeters (one to measure voltage, one to

measure current), themometer, the battery, and a variable resistor, as shown in Figure 1.1

This test would be done by someone with basic understanding of electronics.

If the battery can consistently deliver the required current for the vibration motor, never drops below

the microcontroller core voltage and doesn’t get too hot, it passes.

Figure 1: Test setup and procedure for battery discharge characteristics.

1This is not a perfect model (a better model would include an inductor and a resistor. However, given the DC nature
of the circuit and the infrequent utilization of the motor, this should be sufficient.
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Influence of tests Discoveries at this stage are particularly influential on the design. If the size

and shape of our wearable module conflicts with the antenna geometry of our radios, we may need to

change radio technology. Similarly, the weight restriction could force a rethink of power supply designs.

Alternatively, we may need to rethink how and where our module was worn.

Furthermore, some things we develop for prototyping—such as an easily removable power source—may

be integrated as-is in the final design.

Interaction between Analysis and Type I Formal verification would be best applied iteratively

with prototyping. Formal verification does not prove usefulness—to borrow an analogy from McConnell

(1993), it will tell us that we’re hitting a target, but not that we’re hitting the right target. Prototyping

won’t prove that we’re hitting the target every time and in all circumstances, but helps us aim for the

right one.

4 Discussion

There is an overlap in thinking between the model of Blanchard & Fabrycky (2011) and the Waterfall

model of software development, as shown on the left of Figure 2 (McCormack & Conway 2005).

Figure 2: The Waterfall Model (left) and the Spiral Model (right)

In the waterfall model, stages flow from one to another without any feedback. Similarly, the Type I–V

model also supposes a linear flow from one type of development (and therefore testing) to another, with

little expectation of feedback.

The waterfall model is a poor fit for the software lifecycle (McConnell 1993, McCormack & Conway 2005).

Its weaknesses are probably also applicable to engineering problems where requirements are unclear and

technology is unproven.

Consequence, alternative models such as the spiral model (Figure 2, right) have been developed. Appli-

cation of this to a ‘conventional’ engineering project would mean that a project cycles through analysis

and Types I through III several times.
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This requires a change in thinking about testing. Testing is often seen in terms of fault-finding or

avoiding the expense of late changes (Billinton & Allan 1983). The design comes first, testing comes

afterwards.

Adopting a spiral model requires a change to seeing testing as a core part of design. If ‘doing is the

best kind of thinking’ (Chi 2013), testing must shape our design, not just in Type I, but throughout the

process. We must always be willing to let a practical insight take us back to the drawing board. This

helps keep the focus on meeting customer requirements, the core of system resilience.

5 Conclusion

System resilience is ensuring that the system meets customer requirements. It centres around testing.

Blanchard & Fabrycky (2011) identifies 4 types of testing: proof-of-concept, prototype, operational and

maintenance. Analytical/formal validation may precede type I where applicable.

Rapid prototyping (part of type I) reduces cost and improves quality. The more that rapid prototyping

is allowed to pervade design, the better the results.

Type I testing is directly applicable to our project. Analytical validation would also be valuable, especially

applied iteratively with Type I.

The linearity of the testing model was queried. Adoption of a spiral model helps keep the focus on

meeting customer requirements, not just finding defects early.
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