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Abstract In realistic channel environments the per-
formance of space–time coded multiple-input multiple
output (MIMO) systems is significantly reduced due to
non-ideal antenna placement and non-isotropic scatter-
ing. In this paper, by exploiting the spatial dimension of
a MIMO channel we introduce the novel idea of linear
spatial precoding (or power-loading) based on fixed and
known parameters of MIMO channels to ameliorate the
effects of non-ideal antenna placement on the perfor-
mance of coherent (channel is known at the receiver)
and non-coherent (channel is un-known at the receiver)
space–time codes. Antenna spacing and antenna place-
ment (geometry) are considered as fixed parameters
of MIMO channels, which are readily known at the
transmitter. With this design, the precoder is fixed for
fixed antenna placement and the transmitter does not
require any feedback of channel state information (par-
tial or full) from the receiver. We also derive precoding
schemes to exploit non-isotropic scattering distribution
parameters of the scattering channel to improve the per-
formance of space–time codes applied on MIMO sys-
tems. However, these schemes require the receiver to
estimate the non-isotropic parameters and feed them
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back to the transmitter. Closed form solutions for pre-
coding schemes are presented for systems with up to
three receive antennas. A generalized method is pro-
posed for more than three receive antennas.
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1 Introduction

Multiple input multiple output (MIMO) communica-
tion systems that use multi-antenna arrays simultane-
ously during transmission and reception have generated
significant interest in recent years. Under the assump-
tion of fading channel coefficients between different
antenna elements are statistically independent and fully
known at the receiver (coherent detection), theoreti-
cal work of [1,2] revealed that the channel capacity of
multiple-antenna array communication systems scales
linearly with the smaller of the number of transmit
and receive antennas. Motivated by these works [3–5],
have proposed several modulation and coding schemes,
namely space–time trellis codes and space–time block
codes, to exploit the potential increase in capacity, and
diversity gains using multi antenna arrays with coher-
ent detection.

In practise, insufficient antenna spacing, non-ideal
antenna placement and non-isotropic scattering envi-
ronments cause individual antennas in an antenna array
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to be correlated, leading to loss of performance from
multi-antenna wireless communication systems. This
has motivated the design of linear precoders (or power
loading schemes) for multi-antenna wireless communi-
cation systems by exploiting the statistical information
of the MIMO channels [6–12]. In these designs, the
receiver either feeds back the full channel state infor-
mation (CSI) or the partial CSI (e.g., correlation coeffi-
cients of the channel) to the transmitter via a low-rate
feedback channel.

In [6], a joint transmit and receive optimization
scheme for MIMO spatial multiplexing systems in nar-
rowband wireless channels is proposed by minimizing
the mean square error of received signals. This scheme
requires the receiver to feedback the full CSI to the
transmitter. In [7], by minimizing the channel estima-
tion error variance a general criteria to design opti-
mal transmitter precoders is proposed for stationary
random fading channels. The optimal design requires
the knowledge of the channel’s correlation matrix. In
[8–10], linear precoding schemes are developed based
on channel correlation matrix for coherent space–time
block coded wireless communication systems. In [8],
the precoder is designed by minimizing the bit error
rate and symbol error rate expressions of space–time
block coded (STBC) MISO systems. In [9,10], the pair-
wise error probability (PEO) upper bound of STBC
has been used as the cost function. In [9], the opti-
mum precoder is derived in closed form for a MISO
system and presented a numerical solution for MIMO
systems assuming a Kronecker type scattering channel.
In [10], the precoder is derived for a non-Kronecker
type scattering channel. However, this design assumed
a block diagonal structure for the correlation matrix of
the MIMO channel. Linear precoding schemes for non-
coherent differential space–time block coded systems
are developed in [11,12] based on channel correlation
feedback. In [11], the Chernoff bound of approximate
symbol error rate of differential STBC is minimized to
obtain the precoder for a MISO system. Assuming an
uncorrelated receiver antenna array and arbitrary corre-
lation at the transmitter antenna array [12], has derived
a linear precoding scheme similar to that of [11].

In order to be cost effective and optimal, linear pre-
coding schemes proposed in the literature assumed that
the channel remains stationary (channel statistics are
invariant) for a large number of symbol periods and
the transmitter is capable of acquiring robust chan-
nel state information. However, when the channel is

non-stationary or it is stationary for a small number
of symbol periods, the receiver will have to feedback
the channel information to the transmitter frequently.
As a result, the system becomes costly and the opti-
mum precoder design, based on the previously pos-
sessed information, becomes outdated quickly. In some
circumstances feeding back channel information is not
possible. These facts have motivated us to design a pre-
coding scheme based on fixed and known parameters
of the underlying MIMO channel.

In this paper, we introduce the novel use of linear
spatial precoding based on fixed and known parameters
of MIMO channels to improve the performance of both
coherent and non-coherent space–time coded MIMO
systems. Spatial precoding schemes are designed based
on previously unutilized fixed and known parameters
of MIMO channels, namely the antenna spacing and
antenna placement (geometry) details. These precod-
ing schemes exploit the antenna placement informa-
tion at both ends of the MIMO channel to ameliorate
the effect of non-ideal antenna placement on the per-
formance of space–time coded systems. Both precod-
ing schemes are fixed for fixed antenna placement and
the transmitter does not require any form of feedback
of channel state information (partial or full) from the
receiver. Since the designs are fixed for given transmit-
ter and receiver antenna configurations, these spatial
precoders can be used in non-stationary channels as
well as stationary channels. In addition, we develop
precoding schemes to exploit the non-isotropic param-
eters to improve the performance of space–time coded
systems applied on MIMO channels in non-isotropic
scattering environments. Unlike in the first fixed scheme,
this scheme requires the receiver to estimate the non-
isotropic parameters of the scattering channel (mean
angle of arrival/departure, angular spread) and feed
them back to the transmitter.

In this paper, we also derive upper bounds for the
PEP of coherent space–time codes and differential
space–time codes for spatially correlated MIMO fad-
ing channels. To the authors knowledge, the PEP upper
bound of differential space–time codes is a new bound.
Utilizing the MIMO channel decomposition given in
[13], antenna configuration details and scattering envi-
ronment parameters (angular spreads and mean angle
of arrival and departure) are incorporated in to these
PEP upper bounds. The optimum precoders are derived
by minimizing these PEP expressions subject to a trans-
mit power constraint. Closed form solutions for both
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precoding schemes are presented for systems with up
to three receive antennas and a generalized method is
proposed for more than three receive antennas.

An outline of the paper is as follows. Section 2
reviews the spatial channel model used in our design. In
Section 3, the precoded coherent STBC and differential
STBC systems are described along with detection rules
at the receiver. Sections 4 and 5 present the optimization
problem and the optimal precoder solution for coherent
STBC and differential STBC, respectively. Sections 6
and 7 present performance results obtained with pro-
posed precoding schemes for various spatial scenarios
using the spatial channel model in [13] as the underly-
ing MIMO channel. Section 8 presents the simulation
results of our proposed precoding schemes applied on
other statistical channel models found in the literature.
Section 9 presents some concluding remarks.

Notations Throughout the paper, the following
notations will be used: bold lower (upper) letters
denote vectors (matrices). [·]T , [·]∗, and [·]† denote the
transpose, complex conjugate, and conjugate transpose
operations, respectively. The symbol ⊗ denotes the
Matrix Kronecker product. The notation E {·} denotes
the mathematical expectation, vec{A} denotes the vec-
torization operator which stacks the columns of A, tr{·}
denotes the matrix trace, �.� denotes the ceiling opera-
tor, and S

1 denotes the unit circle. The matrix In is the
n × n identity matrix.

2 Spatial channel model

First, we review the spatial channel model proposed in
[13]. Consider a MIMO system consisting of nT trans-
mit antennas located at positions ut , t = 1, 2, . . . , nT

relative to the transmitter array origin, and nR receive
antennas located at positions vr , r = 1, 2, . . . , nR rela-
tive to the receiver array origin. We assume that scatter-
ers are distributed in the far field from the transmit and
receive antennas, and regions containing the transmit
and receive antennas are distinct.

Here we consider the situation where the multi-path
is restricted to the azimuth plane only (2D scatter-
ing environment), having no field components arriv-
ing at significant elevations. In this case, by taking into
account physical aspects of scattering, the MIMO chan-
nel matrix H can be decomposed into deterministic and
random parts as [13]

H = JRHSJ†
T, (1)

where JR is the nR × (2NR + 1) deterministic receiver
configuration matrix,

JR =

⎡
⎢⎢⎢⎣

J−NR (v1) · · · JNR (v1)

J−NR (v2) · · · JNR (v2)
...

. . .
...

J−NR (vnR ) · · · JNR (vnR )

⎤
⎥⎥⎥⎦

and JT is the nT × (2NT + 1) deterministic transmitter
configuration matrix,

JT =

⎡
⎢⎢⎢⎣

J−NT(u1) · · · JNT(u1)

J−NT(u2) · · · JNT(u2)
...

. . .
...

J−NT(unT) · · · JNT(unT)

⎤
⎥⎥⎥⎦

with

Jn(w) � Jn(κ0‖w‖)eın(φw−π/2)

defined as the spatial-to-mode function which maps the
antenna location w to the nth mode of the region, where
Jn(·) is the Bessel function of integer order n, w ≡
(‖w‖, φw) in polar coordinates is the antenna location
relative to the origin of the aperture, κ0 = 2π/λ is
the wave number with λ being the wave length and
ı = √−1. 2NT+1 and 2NR+1 are the number of effec-
tive1 communication modes at the transmit and receive
regions, respectively. Note, NT and NR are defined by
the size of the regions containing all the transmit and
receive antennas, respectively [14]. In our case,

NT =
⌈πerT

λ

⌉
and

NR =
⌈πerR

λ

⌉
,

where e ≈ 2.7183.
Finally, HS is the (2NR + 1) × (2NT + 1) random

complex scattering channel matrix with (�, m)th ele-
ment given by

{HS}�,m =
∫∫

S1×S1
g(φ, ϕ)eı(m−NT−1)φe−ı(�−NR−1)ϕ

dφdϕ (2)

representing the complex scattering gain between the
(m − NT − 1)th mode of the scatter-free transmitter
region and (� − NR − 1)th mode of the scatter-free
receiver region, where g(φ, ϕ) is the effective random

1 Although there are infinite number of modes excited by an
antenna array, there are only finite number of modes (2N + 1)

which have sufficient power to carry information.

123



T. A. Lamahewa et al.

complex scattering gain function for signals with angle-
of-departure φ from the scatter-free transmitter region
and angle-of-arrivalϕ at the scatter-free receiver region.

The channel matrix decomposition (1) separates the
channel into three distinct regions of interest: the
scatter-free region around the transmitter antenna ar-
ray, the scatter-free region around the receiver antenna
array, and the complex random scattering environment
which is the complement of the union of two antenna ar-
ray regions. Consequently, the MIMO channel is
decomposed into deterministic and random matrices,
where deterministic portions JT and JR represent the
physical configuration of the transmitter and the receiver
antenna arrays, respectively, and the random portion
represents the complex scattering environment between
the transmitter and the receiver antenna regions. The
reader is referred to [13] for more information regard-
ing this spatial channel model. Note that the precoder
design is based on this channel model, but the perfor-
mance does not depend on this model (see Sect. 8).
That is, our design and simulations provide an inde-
pendent confirmation of the validity and usefulness of
this channel model.

Here we assume that the azimuth power distribution
P(ϕ) at the receiver region is independent of the azi-
muth power distribution P(φ) at the transmitter region,
i.e.,

E
{
|g(φ, ϕ)|2

}
= G(φ, ϕ) = P(φ)P(ϕ)

with
∫ ∫

G(φ, ϕ)dϕdφ = 1, then the correlation matrix
of the channel (1) can be written as [15]

RH = E
{

h†h
}

=
(

J∗
RFRJT

R

)
⊗
(

JTFTJ†
T

)
, (3)

where h = (vec{HT })T
, FR, and FT are modal2 cor-

relation matrices at the receiver and the transmitter,
respectively. Note that (3) is mathematically identical
to the so called Kronecker model. The (�, �′)th element
of FR and the (m, m′)th element of FT are given by

{FR}�,�′ = ∫
S1P(ϕ)e−i(�−�′)ϕdϕ,

{FT}m,m′ = ∫
S1P(φ)ei(m−m′)φdφ.

Usually, APD is characterized by the mean angle of
arrival/departure and angular spread. Note that we have
“rich” scattering when FR = I and FT = I.

2 The set of modes form a basis of functions for representing a
multi-path wave field [13].

3 System model

At time instance k, the space time encoder at the trans-
mitter takes a set of modulated symbols3 C(k) = {c1(k),

c2(k), . . . , cK (k)} and maps them onto an nT×L code
word matrix S�(k) ∈ V of unitary space–time modu-
lated constellation matrices set V ≡ {S�|S�S†

� = InT ,
� = 1, 2, . . . , T }, where L is the code length, T = q K

and q is the size of the constellation from which cn(k),
n = 1, . . . , K are drawn with �(k) = 1, 2, . . . , T .

In this paper, we mainly focus on the space–time
modulated constellations with the property

(Si − S j )(Si − S j )
† = βi, j InT , ∀ i �= j, (4)

where βi, j is a scalar and Si , S j ∈ V . Space-time
orthogonal designs in [5] and some cyclic and dicy-
clic space–time modulated constellations in [16] are
some examples which satisfy property (4) above.

3.1 Coherent space–time block codes

Let sn be the nth column of Si = [s1, s2, . . . , sL ] ∈ V .
At the transmitter, each code vector sn is multiplied
by a nT × nT fixed linear precoder matrix Fc before
transmitting out from nT transmit antennas. Assuming
quasi-static fading, the signals received at nR receive
antennas during L symbol periods can be expressed in
matrix form as

Y(k) = √
EsHFcS�(k) + N(k),

where Es is the average transmitted signal energy per
symbol period, N(k) is the nR×L white Gaussian noise
matrix in which elements are zero-mean independent
Gaussian distributed random variables with variance
σ 2

n /2 per dimension and H is the nR × nT channel
matrix. In this work, we use the channel decomposi-
tion (1) to represent the underlying MIMO channel and
the elements of scattering channel matrix HS are mod-
eled as zero-mean complex Gaussian random variables
(Rayleigh fading).

For coherent STBC, we assume that the receiver
has perfect CSI and transmitter has partial CSI. At the
receiver, the transmitted codeword is detected by apply-
ing the maximum likelihood (ML) detection rule:

Ŝ�(k) = arg min
S�(k)∈V

‖ y(k) −√
Es h̃S�(k) ‖2,

= arg max
S�(k)∈V

Re{̃h S�(k) y†(k)}, (5)

3 Modulated symbols are normalized such that |cn(k)| = 1/
√

K .
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where y(k) = (vec{YT (k)})T
, S�(k) = InR ⊗S�(k), and

h̃ = (vec{H̃T })T
with H̃ = HFc.

3.2 Differential space–time block codes

In this scheme, codeword matrix S�(k) is differentially
encoded according to the rule

X(k) = X(k − 1)S�(k) for k = 1, 2, . . .

with X(0) = InT . Then, each encoded X(k) is multi-
plied by a nT×nT fixed linear precoder matrix Fd before
transmitting out from nT transmit antennas. Similar to
[16,19], we assume that code length L = nT. With this
assumption, each code word matrix Si in V will satisfy
the unitary property S�(k)S

†
�(k) = InT and S†

�(k)S�(k) =
InT for �(k) = 1, 2, . . . , T . As a result, X(k) will
also satisfy the unitary property X(k)X†(k) = I and
X†(k)X(k) = I for k = 0, 1, 2, . . ..

Assuming quasi-static fading, the signals received
at nR receive antennas during nT symbol periods can
be expressed in matrix form as

Y(k) = √
EsHFdX(k) + N(k),

where N(k) is the nR×nT white Gaussian noise matrix
in which elements are zero-mean independent Gauss-
ian distributed random variables with variance σ 2

n /2
per complex dimension and H is the nR × nT channel
matrix, which is modeled using (1).

Assume that the scattering channel matrix HS

remains constant during the reception of two consecu-
tive received signal blocks Y(k − 1) and Y(k), which
can be expressed in vector (row) form as

y(k − 1) = √
EshXd(k − 1) + n(k − 1),

y(k) = √
EshXd(k) + n(k),

= y(k − 1)S�(k) + w(k), (6)

where y(k) = (vec{Y(k)T })T
,Xd(k) = InR⊗(FdX(k)),

h = (vec{HT })T
, n(k) = (vec{N(k)T })T

, S�(k) =
InR ⊗ S�(k), and w(k) = n(k) − n(k − 1)S�(k).

For differential STBC, we assume that the receiver
has no CSI whilst the transmitter has partial CSI. From
(6), the transmitted codeword matrix is detected differ-
entially using the ML detection rule:

Ŝ�(k) = arg min
S�(k)∈V

‖ y(k) − y(k − 1)S�(k) ‖2,

= arg max
S�(k)∈V

Re{y(k − 1)S�(k)y(k)†}.

4 Problem setup: Coherent STBC

Assume that perfect CSI is available at the receiver and
also ML detection is employed at the receiver. Suppose
codeword Si ∈ V is transmitted, but the ML-decoder
(5) chooses codeword S j ∈ V , then as shown in the
Appendix A, the average PEP is upper bounded by

P(Si → S j ) ≤ 1

det
(

InTnR + γ
4 RH[InR ⊗S
,Fc ]

) , (7)

where S
,Fc = Fc(Si − S j )(Si − S j )
†F†

c , γ = Es/σ
2
n

is the average symbol energy-to-noise ratio (SNR) at
each receive antenna and RH is the correlation matrix
of the MIMO channel H given by(3).

By applying the property (4) associated with orthog-
onal space–time block codes, we can simplify the PEP
upper-bound (7) to

P(Si → S j ) ≤ 1

det
(

InTnR + γ βi, j
4 RH

[
InR ⊗

(
FcF†

c

)]) . (8)

In this work, our main objective is to find the opti-
mum precoding scheme which reduces the spatial cor-
relation effects on the performance of coherent STBC.
We achieve this by minimizing the average PEP bound
(8) subject to the transmit power constraint tr{FcF†

c } =
nT. Here we propose two schemes for the optimal pre-
coder Fc by considering two scenarios for the channel
correlation matrix RH. The two optimization problems
can be stated as follows:

Scheme 1 Fixed scheme (coherence): find the opti-
mum Fc that minimizes the average PEP upper bound
(8) for coherent STBC, subject to the transmit power
constraint tr{FcF†

c } = nT, for given transmitter and
receiver antenna configurations assuming a rich scat-
tering environment.

In this case, the channel correlation matrix4 RH is
given by,

RH = (
J∗

RJT
R

)⊗
(

JTJ†
T

)
.

Since JR and JT are fixed and deterministic for given
antenna configurations, the precoder is fixed. There-
fore, in this scheme, the transmitter does not require any
feedback information about the channel to derive the
optimum precoder Fc. This precoding scheme
exploits the antenna placement information at both ends

4 The Kronecker channel assumption can be relaxed in this case.
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of the MIMO channel to compensate for any detrimen-
tal effects of non-ideal antenna placement on the per-
formance of coherent space time block codes.

Scheme 2 Feedback scheme (coherence): find the
optimum Fc that minimizes the average PEP upper
bound (8) for coherent STBC, subject to the transmit
power constraint tr{FcF†

c } = nT, for given transmit-
ter and receiver antenna configurations assuming the
receiver estimates the non-isotropic distribution param-
eters and feeds them back to the transmitter.

Note that the optimum precoder Fc in scheme-2
exploits the non-isotropic scattering distribution param-
eters of the scattering channel and also the antenna
placement information to improve the performance of
coherent STBC. However, the performance of this
scheme profoundly relies on the accuracy of CSI
received from the receiver.

4.1 Optimum spatial precoder: coherent STBC

Since log(·) is a monotonically increasing function, the
logarithm of the PEP upper-bound (8) can be used as the
objective function (or the cost function). The optimum
linear precoder Fc is found by solving the optimization
problem

min − log det

(
InTnR + γ βi, j

4
RH

[
InR ⊗

(
FcF†

c

)])

subject to tr{FcF†
c } = nT. (9)

Since the performance of a communication system
is mainly dependent on the PEP of dominant error
events, we will design the precoder matrix Fc using
the value β = mini �= j {βi, j } . As a result the pre-
coder Fc minimizes the error probability of the dom-
inant error event(s). The optimization problem (9) is
similar to that considered in [9]. However, [9] derives
the optimum precoder in closed form by considering a
MISO channel. Below we derive the optimal precoder
Fc for scheme-2. Note that the optimum precoder Fc

for scheme-1 can be easily derived from scheme-2
by letting FR = I and FT = I.

Writing J∗
RFRJT

R as the eigen-value decomposition

(evd) J∗
RFRJT

R = UR�RU†
R and JTFTJ†

T as the evd

JTFTJ†
T = UT�TU†

T, and using the Kronecker prod-
uct identity [17,p. 180] (A ⊗ C)(B ⊗ D) = AB ⊗ CD,
we may write RH as

RH = (UR ⊗ UT) (�R ⊗ �T) (UR ⊗ UT)†. (10)

Substituting (10) in (8), after straight forward manip-
ulations using the matrix determinant identity
det (I + AB) = det (I + BA) and the Kronecker prod-
uct identity (A ⊗ C)(B ⊗ D) = AB ⊗ CD, we can
simplify the objective function of optimization prob-
lem (9) to

− log det

(
InTnR + γβ

4
(�R ⊗ �T) (InR ⊗ U†

TFcF†
c UT)

)
, (11)

where β = mini �= j {βi, j } over all possible codewords.
Let

Qc = γ β
4 U†

TFcF†
c UT

then the objective function (11) becomes

− log det
(
InTnR + (�R ⊗ �T) (InR ⊗ Qc)

)
(12)

and Qc must satisfy the power constraint tr{Qc} =
nTγ β/4. It should be noted that Qc in (12) is always
positive semi-definite as Qc=BB†, with B=√

(γ β)/4
U†

TFc. The optimum Qc is obtained by solving the opti-
mization problem:

min − log det
(
InTnR + (�R ⊗ �T) (InR ⊗ Qc)

)

subject to Qc � 0, tr{Qc} = nTγ β

4
. (13)

By applying Hadamard’s inequality on InTnR +
(�R ⊗ �T) (InR ⊗ Qc) gives that this determinant is
maximized when (�R ⊗ �T)(InR ⊗ Qc) is diagonal
[1]. Therefore Qc must be diagonal as �R and �T are
both diagonal. Since (�R ⊗ �T)(InR ⊗ Qc) is a pos-
itive semi-definite diagonal matrix with non-negative
entries on its diagonal, InTnR + (�R ⊗ �T) (InR ⊗ Qc)

forms a positive definite matrix. As a result, the objec-
tive function of our optimization problem is convex [18,
p. 73]. Therefore the optimization problem (13) above
is a convex minimization problem because the objec-
tive function and inequality constraints are convex and
equality constraint is affine.

Let qi = [Qc]i,i , ti = [�T]i,i , and r j = [�R] j, j .
Optimization problem (13) then reduces to finding qi >

0 such that

min −∑nR
j=1

∑nT
i=1 log(1 + ti qi r j )

subject to q � 0,

1T q = nTγ β
4 , (14)

where q = [q1, q2, . . . , qnT ]T and 1 denotes the vector
of all ones.

Introducing Lagrange multipliers λc ∈ R
nT for the

inequality constraints −q � 0 and υc ∈ R for the equal-
ity constraint 1T q = nTγ β/4, we obtain the
Karush–Kuhn–Tucker (K.K.T.) conditions
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q � 0, λc � 0, 1T q = nTγ β

4
,

λi qi = 0, i = 1, 2, . . . , nT,

−
nR∑
j=1

r j ti
1 + r j ti qi

− λi + υc = 0, i = 1, 2, · · · , nT.

(15)

λi in (15) can be eliminated since it acts as a slack
variable,5 giving new K.K.T. conditions

q � 0, 1T q = nTγ β
4 ,

qi

⎛
⎝υc −

nR∑
j=1

r j ti
1 + r j ti qi

⎞
⎠ = 0, i = 1, . . . , nT, (16)

υc ≥
nR∑
j=1

r j ti
1 + r j ti qi

, i = 1, . . . , nT. (17)

For nR = 1, the optimal solution to (14) is given
by the classical “water-filling” solution found in infor-
mation theory [1]. The optimal qi for this case is given
in Sect. 4.2. For nR > 1, the main problem in finding
the optimal qi for given ti and r j , j = 1, 2, . . . , nR is
the case that, there are multiple terms that involve qi

on (16). Therefore we can view our optimization prob-
lem (14) as a generalized water-filling problem. In fact
the optimum qi for this optimization problem is given
by the solution to a polynomial obtained from (16). In
Sect. 4.3 and 4.4, we provide closed form expressions
for optimum qi for nR = 2 and 3 receive antennas
and a generalized method which gives optimum qi for
nR > 3 is discussed in Sect. 4.5.

As shown above, the optimal Qc is diagonal with
Qc = diag{q1, q2, . . . , qnT} and optimal spatial pre-
coder Fc is obtained by forming

Fc =
√

4

βγ
UTQ1/2

c U†
n,

where Un is any unitary matrix. In this work, we set
Un = InT .

4.2 MISO channel

Consider a MISO channel where we have nT transmit
antennas and a single receive antenna. The optimization

5 If g(x) ≤ υ is a constraint inequality, then a variable λ with
the property that g(x) + λ = υ is called a slack variable [18].

problem involved in this case is similar to the water-
filling problem in information theory, which has the
optimal solution

qi =
{ 1

υc
− 1

ti
, υc < ti ,

0, otherwise,
(18)

where the water-level 1/υc is chosen to satisfy
nT∑

i=1

max

(
0,

1

υc
− 1

ti

)
= nTγ β

4
.

4.3 nT×2 MIMO channel

We now consider the case of nT transmit antennas and
nR = 2 receive antennas. As shown in the Appendix
B, the optimum qi for this case is

qi =
{

A + √
K , υc < ti (r1 + r2),

0, otherwise,
(19)

where υc is chosen to satisfy
nT∑

i=1

max
(

0, A + √
K
)

= nTγ β

4

with

A = 2r1r2t2
i − υcti (r1 + r2)

2υcr1r2t2
i

and

K = υ2
c t2

i (r1 − r2)
2 + 4r2

1 r2
2 t4

i

2υcr1r2t2
i

. (20)

4.4 nT×3 MIMO channel

For the case of nT transmit antennas and nR = 3 receive
antennas, the optimum qi is given by

qi =
{− a2

3a3
+ S + T, υc < ti (r1 + r2 + r3),

0, otherwise,
(21)

where υc is chosen to satisfy
nT∑

i=1

max

(
0,− a2

3a3
+ S + T

)
= nTγ β

4

with

S+T =
[

R+
√

Q3 + R2
]1/3 +

[
R −

√
Q3 + R2

]1/3
,

Q = 3a1a3−a2
2

9a2
3

, R = 9a1a2a3−27a0a2
3−2a3

2

54a3
3

a3 = υcr1r2r3t3
i , a2 = υct2

i (r1r2 + r1r3 + r2r3) −
3r1r2r3t3

i , a1 = υcti (r1 + r2 + r3) − 2t2
i (r1r2 + r1r3 +

r2r3), and a0 = υc − ti (r1 + r2 + r3). A sketch of the
proof of (21) is given in the Appendix-C.
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4.5 A Generalized method

We now discuss a method which allows to find optimum
solution to (14) for a system with nT transmit and nR

receive antennas. The complementary slackness condi-
tion λi qi = 0 for i = 1, 2, . . . , nT states that λi is zero
unless the i th inequality constraint is active at the opti-
mum. Thus, from (16) we have two cases: (i) qi = 0
for υc > ti

∑nR
j=1 r j , (ii) υc = ∑nR

j=1 r j ti/(1 + r j ti qi )

for qi > 0 [18, p. 243]. For the later case, the optimum
qi is found by evaluating the roots of nRth order poly-
nomial in qi , where the polynomial is obtained from
υc = ∑nR

j=1 r j ti/(1 + r j ti qi ). Since the objective func-
tion of the optimization problem (14) is convex for
q > 0, there exist at least one positive root to the nRth
order polynomial for υc < ti

∑nR
j=1 r j . In the case of

multiple positive roots, the optimum qi is the one which
gives the minimum to the objective function of (14). In
both cases, υc is chosen to satisfy the power constraint
1T q = nTγ β/4.

4.6 Spatially uncorrelated receive antennas

If nR receive antennas are placed ideally within the
receiver region such that the spatial correlation between
antenna elements is zero (i.e., J†

RJR = I), then the cost
function in (14) reduces to a single summation and the
optimum qi is given by the water-filling solution (18)
obtained for the MISO channel. This is not to say that
such a placement is possible even approximately.

5 Problem setup: differential STBC

For the differential STBC, we again use the average
PEP upper bound to derive the optimum spatial pre-
coder Fd. Below shows the derivation of the average
PEP upper bound.

Based on (6), the receiver will erroneously select
S j when Si was actually sent as the kth information
matrix if

‖ y(k) − y(k − 1)S j ‖2 ≤ ‖ y(k) − y(k − 1)Si ‖2,

y(k − 1)Di, j y†(k − 1) ≤ 2Re{w(k)

†
i, j y

†(k − 1)},
(22)

where 
i, j = S j − Si = InR ⊗ (S j − Si ) and Di, j =

i, j


†
i, j = InR ⊗ ((Si − S j )(Si − S j )

†). For given

y(k −1), the term on the left-hand side of (22) is a con-
stant and the term on the right-hand side is a Gaussian
random variable. Let u = 2Re{w(k)


†
i, j y

†(k − 1)},
then in the Appendix D we have shown that u has the
conditional mean

m̄u|y(k−1) = E {u | y(k − 1)}
= 2Re

{
m̄n(k−1)|y(k−1)(InTnR − SiS†

j )y
†

(k − 1)} ,

where m̄n(k−1)|y(k−1) = σ 2
n y(k − 1)(X †

d (k − 1)R HXd

(k − 1) + σ 2
n InTnR )−1, and the conditional variance

σ 2
u|y(k−1) = E

{
‖ u − m̄u|y(k−1) ‖2| y(k − 1)

}

= 2y(k − 1)
i, j

×
(
σ 2

n InTnR + S†
i 
n(k−1)|y(k−1)Si

)



†
i, j y

†

×(k − 1),

where 
n(k−1)|y(k−1) = σ 2
n (InTnR − σ 2

n (EsX †
d (k −

1)R HXd(k − 1) + σ 2
n InTnR )−1).

Recall that R H in m̄n(k−1)|y(k−1) and 
n(k−1)|y(k−1)

is the channel correlation matrix, defined by (10) and
Xd(k) = InR ⊗ (FdX(k)).

Let d2
i, j = y(k − 1)Di, j y†(k − 1). Based on (22),

the PEP condition on received signal y(k − 1) is given
by

P(Si → S j | y(k − 1)) = Pr(U > d2
i, j ),

=
∫ ∞

d2
i, j

1√
2πσ

exp

(
− (u − m̄)2

2σ 2

)
du

= Q

(
d2

i, j − m̄

σ

)
. (23)

In order to obtain unconditional PEP, we need to aver-
age (23) with respect to the distribution of y(k − 1).
Unlike in the coherent STBC case, finding uncondi-
tional PEP from (23) poses a much harder problem due
to the non-zero m̄u|y(k−1) and complicated σ 2

u|y(k−1).
However, at asymptotically high SNRs (i.e., keeping
Es constant and σ 2

n → 0) the conditional mean and
the conditional variance of u reduce to m̄u|y(k−1) = 0
and σ 2

u|y(k−1) = 4σ 2
n d2

i, j , respectively. As shown in the
Appendix E, the average PEP can be upper bounded by

P(Si → S j ) ≤ 1

2

1

det
(
I + 1

8

(
γ Zd,H + InTnR

)
Di, j

) ,
(24)

where γ = Es/σ
2
n is the average SNR at each receive

antenna and Zd,H = X †
d (k−1)R HXd(k−1). As for the
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coherent STBC case, we mainly focus on the space–
time modulated constellations with the property (4).
Furthermore, similar to [16,19] we assume that code
length L = nT. Under this assumption, each code word
matrix Si in V will satisfy the unitary property Si S

†
i = I

and S†
i Si = I for i = 1, 2, . . . , T . As a result, X(k)

will also satisfy the unitary property X(k)X†(k) = I
and X†(k)X(k) = I for k = 0, 1, 2, . . .. Applying (4)
on (24) and then using the unitary property of X(k −
1) and the determinant identity |I + AB| = |I + BA|,
after straight forward manipulations, we can simplify
the PEP upper bound (24) to

P (Si → S j ) ≤ 1
2

(
8+βi, j

8

)−nTnR

det

(
InTnR + βi, j γ

(8+βi, j )
R H(InR ⊗FdF†

d)

) .(25)

Similar to the coherent STBC case considered previ-
ously, the optimal precoder Fd for differential STBC is
obtained by minimizing the maximum of all PEP upper-
bounds subject to the power constraint tr{FdF†

d } = nT.
In this case, by considering two scenarios for the chan-
nel correlation matrix RH, we can propose two schemes
for optimum Fd.

Scheme 3 Fixed scheme (non-coherent): find the opti-
mum Fd that minimizes the average PEP upper bound
(25) for differential STBC, subject to the transmit power
constraint tr{FdF†

d } = nT, for given transmitter and
receiver antenna configurations assuming a rich scat-
tering environment.

Scheme 4 Feedback scheme (non-coherent): find the
optimum Fd that minimizes the average PEP upper
bound (25) for differential STBC, subject to the trans-
mit power constraint tr{FdF†

d } = nT, for given trans-
mitter and receiver antenna configurations assuming
the receiver estimates the non-isotropic distribution
parameters and feeds them back to the transmitter.

5.1 Optimum spatial precoder: differential STBC

By taking the logarithm of PEP upper-bound (25) we
can write the optimization problem for both above
schemes as:

min − log det

(
InTnR + βγ

(8 + β)
RH

[
InR ⊗

(
FdF†

d

)])

subject to tr{FdF†
d } = nT, (26)

where β = mini �= j {βi, j } over all possible codewords.6

Substitute (10) for RH in (26) and let

Pd = βγ

(8 + β)
U†

TFdF†
d UT

then the optimum Pd (hence the optimum Fd) is obtained
by solving the optimization problem

min − log
∣∣InTnR + (�R ⊗ �T)(InR ⊗ Pd)

∣∣

subject to Pd � 0, tr{Pd} = βγ nT

(8 + β)
.

The above optimization problem is identical to the
optimization problem derived for coherent STBC,
except a different scalar for the equality constraint.
Therefore, following Sect. 4.1, here we present the final
optimization problem and solutions to it without detail
derivations.

Following Sect. 4.1, we can show that the optimum
Pd is diagonal and diagonal entries of Pd are found by
solving the optimization problem

min −∑nR
j=1

∑nT
i=1 log(1 + ti pi r j )

subject to p � 0,

1T p = βγ nT
(8+β)

, (27)

where pi = [Pd]i,i , ti = [�T]i,i r j = [�R] j, j , and
p = [p1, p2, . . . , pnT ]T . The precoder Fd is obtained
by forming

Fd =
√

8+β
βγ

UTP1/2
d U†

n,

where Pd = diag{p1, p2, . . . , pnT} and Un is any uni-
tary matrix.

Similar to the coherent STBC case, when nR = 1,
the optimum power loading strategy is identical to the
“water-filling” in information theory. When nR > 1,
a generalized water-filling strategy gives the optimum
Pd. The Appendix F gives the optimum pi for (27) for
nR = 1, 2, 3 receive antennas. For other cases, the
the generalized method discussed in Sect. 4.5 can be
directly applied to obtain the optimum pi .

6 Simulation results: coherent STBC

This section illustrates the performance improvements
obtained from coherent STBC when the precoder Fc

derived in Sect. 4.1 is used. In particular, the perfor-
mance is evaluated for small antenna separations and

6 Setting β = mini �= j {βi, j } will minimize the error probability
of the dominant error event(s).
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different antenna geometries at the transmitter and the
receiver antenna arrays. In our simulations we use the
rate-1 space–time modulated constellation constructed
in [5] from orthogonal designs for two and four trans-
mit antennas. Also use the rate 3/4 STBC code for
nT = 3 transmit antennas given in [5]. When nT = 2,
the modulated symbols c(k) are drawn from the nor-
malized QPSK alphabet {±1/

√
2 ± i/

√
2} and when

nT = 3 and 4, c(k) are drawn from the normalized
BPSK alphabet {±1/

√
2}.

First, we illustrate the water-filling concept for a
MISO system with nT = 2, 3. and 4 transmit anten-
nas for scheme-1. The transmit antennas are placed
in uniform circular array (UCA) and uniform linear
array (ULA) configurations with 0.2λ minimum sepa-
ration between two adjacent antenna elements, and we
assume a isotropic scattering environment. For each
transmit antenna configuration, Table 1 lists the radius
of the transmit aperture, number of effective commu-
nication modes at the transmit region and the rank of
the transmit side spatial correlation matrix JTJ†

T. Note

that, in all spatial scenarios, we ensure that JTJ†
T is full

rank in order that the average PEP upper bound (8) to
hold.

Figure 1 shows the water levels for various SNRs.
For a given SNR, the optimal power value qi is the
difference between water-level 1/υc and base level 1/ti ,
whenever the difference is positive; it is zero otherwise.
Note that, with this spatial precoder, the diversity order
of the system is determined by the number of non-zero
qi ’s. It is observed that at low SNRs, only one qi is non-
zero for nT = 2 and 3-UCA cases. In these cases, all the
available power is assigned to the highest eigen-mode
of JTJ†

T (or to the single dominant eigen-channel of
H) and the system is operating in eigen-beamforming
mode. With other cases, Fig. 1c–e, systems are operat-
ing in between eigen-beam forming and full diversity

Table 1 Transmit antenna configuration details corresponding
to water-filling scenarios considered in Fig. 1

Antenna Tx aperture Number of Rank(JTJ†
T)

configuration radius modes

2-Tx 0.1λ 3 2
3-Tx UCA 0.115λ 3 3
3-Tx ULA 0.2λ 5 3
4-Tx UCA 0.142λ 5 4
4-Tx ULA 0.3λ 7 4

for small SNRs as well as moderate SNRs. In these
cases, the spatial precoder assigns more power to the
higher eigen-modes of JTJ†

T (or to dominant eigen-
channels of H) and less power to the weaker eigen-
modes (or to less dominant eigen-channels of H).

6.1 Performance in Non-isotropic scattering
environments

We now illustrate the performance improvements ob-
tained using precoding scheme-1 and scheme-2 in
non-isotropic scattering environments. Note that pre-
coder Fc in scheme-1 is derived based on the antenna
configuration information and this scheme does not use
any CSI feedback from the receiver. The scheme-2
uses both the antenna configuration details and the scat-
tering environment parameters received from the
receiver via feed-back to derive the precoder Fc.

For simplicity, here we only consider7 non-isotro-
pic scattering at the transmitter region and assume the
effective communication modes available at the receiver
region are uncorrelated, i.e. FR = I, for nR > 1. It
was shown in [20] that all azimuth power distribution
models give very similar correlation values for a given
angular spread, especially for small antenna separa-
tions. Therefore, without loss of generality, we restrict
our investigation only to the uniform-limited azimuth
power distribution, which is defined as follows:

Uniform-limited azimuth power distribution: When
the energy is departing uniformly to a restricted range
of azimuth angles ±� around a mean angle of depar-
ture (AOD) φ0 ∈ [−π, π), we have the uniform-limited
azimuth power distribution [21]

P(φ) = 1
2� , |φ − φ0| ≤ �,

where � represents the non-isotropic parameter of the
azimuth power distribution, which is related to the stan-
dard deviation of the distribution (angular spread
σt = �/

√
3). For the above APD, the (m, m′)th

entry of FT is given by

{FT}m,m′ = sinc((m − m′)�)ei(m−m′)φ0 . (28)

Note that, with scheme-2, transmitter only requires
the knowledge of σt and φ0 in order to build FT using

7 Due to the reciprocity of the channel, results obtained in this
section are also valid in the opposite channel scenario (i.e., arbi-
trary correlation at the receiver and FT = I at the transmitter).
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Fig. 1 Water level (1/υc)
for various SNRs for a
MISO system. a nT = 2, b
nT = 3 - UCA, c nT = 4 -
UCA, d nT = 3 - ULA, and
e nT = 4 - ULA for 0.2λ
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(28), provided that the scattering distribution is uni-
modal.

In our simulation, a realization of the underlying
MIMO channel H is generated by

vec(H) = R1/2
H vec(Hiid), (29)

where R1/2
H is the positive definite matrix square root

of RH and Hiid is a nR × nT matrix which has zero-
mean independent and identically distributed complex
Gaussian random entries with unit variance. We use
(10) and (29) to generate a realization of the underly-
ing MIMO channel.

Figure 2 illustrates the BER performance of the rate-
1 coherent STBC with two-transmit antennas and nR =
1, 2 receive antennas for a uniform-limited azimuth
power distribution at the transmitter with angular spread
σt = 15◦ about the mean AOD φ0 = 0◦. When nR = 2,
the two receiver antennas are placed λ apart, giving neg-
ligible spatial correlation effects at the receiver due to
antenna spacing. From Fig. 2, it is observed that both
the fixed scheme (scheme-1) and the feedback scheme
(scheme-2) provide significant BER improvements
at low SNRs. In fact as discussed earlier, at very low
SNRs, the optimum scheme is equivalent to eigen-
beam forming.

Further we observe that as the SNR increases, the
scheme-1 becomes redundant and the BER perfor-
mance of scheme-1 approaches that of coherent

STBC without precoding and the system is operating
in full diversity. This also corroborates the claim that
the STBC with two-transmit antennas has good resis-
tance against spatial fading correlation at high SNRs
as shown in [22]. In contrast, scheme-2 provides sig-
nificant BER improvements at high SNRs. However,
we expect the performance of scheme-2 to converge
to that of coherent STBC without precoding at higher
SNRs.

BER performance results of the rate-1 coherent
STBC with 4-transmit UCA and 4-transmit ULA an-
tenna configurations8 are shown in Fig. 3 and 4, respec-
tively, for a uniform-limited azimuth power distribution
at the transmitter with angular spread σt = 15◦ about
the mean AOD φ0 = 0◦. For both antenna configura-
tions, the minimum separation between two adjacent
transmit antenna elements is set to 0.2λ. As before,
when nR = 2, the two receiver antennas are placed λ

apart. For both transmit antenna configurations, simu-
lation results show that the BER performance of both
precoding schemes is better than that of the non-pre-
coded system. For example, when nR = 2, it can be
seen that at 10−3 BER, the performance of scheme-1
is about 2 and 2.5 dB better than that of the non-precod-
ed system for UCA and ULA antenna configurations,

8 This precoder can be applied to any arbitrary antenna config-
uration.
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Fig. 2 BER performance of
the rate-1 coherent STBC
(QPSK) with nT = 2 and
nR = 1, 2 antennas;
transmit antenna separation
0.2λ
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respectively. Also, when nR = 2, we observe that at
BER of 10−3, the performance of scheme-2 is about
4 and 6 dB better than that of the non-precoded sys-
tem for UCA and ULA antenna configurations, respec-
tively. As before, we observe that the performance of
scheme-1 converges to the performance of non-pre-
coded system at high SNRs. A similar performance
trend is observed with the scheme-2 at higher SNRs.
However, with scheme-2, we observe significant BER
improvements over all SNRs considered.

At high SNRs, we observed that ULA antenna con-
figuration provides better performance improvements
than UCA antenna configuration for both precoding
schemes. This is because, the number of effective com-
munication modes in the transmit region is higher for
the ULA case (large aperture radius of ULA, cf.
Table 1) than the UCA case and both precoding schemes
efficiently activate the transmit modes in the transmit
region of ULA. This observation suggests that our pre-
coding schemes give scope for improvement of ULA
performance at high SNR, especially the fixed
scheme.

7 Simulation results: differential STBC

We now demonstrate the performance advantage
achieved from precoding schemes proposed in Sect.

5 for differential STBC. In our simulations we use
the rate-1 space–time modulated constellations con-
structed in [5] from orthogonal designs for two and four
transmit antennas. Normalized QPSK alphabet {±1/√

2± i/
√

2} and normalized BPSK alphabet {±1/
√

2}
are used with two and four transmit antenna space–time
block codes, respectively. As before, a realization of the
underlying MIMO channel is simulated using (10) and
(29).

Figure 5 illustrates the BER performance of the diff-
erential STBC with two-transmit antennas and nR =
1, 2 receive antennas for a uniform-limited azimuth
power distribution at the transmitter with angular spread
σt = 15◦ about the mean AOD φ0 = 0◦. In both
cases, two transmit antennas are placed 0.1λ distance
apart. When nR = 2, the two receiver antennas are
placed λ apart. From Fig. 5, it is observed that both the
fixed scheme (scheme-3) and the feedback scheme
(scheme-4) provide significant BER improvements at
low SNRs. At moderate SNRs (e.g., 8 – 14 dB) we can
observe that scheme-3 gives some BER improvement
when nR = 2. However as the SNR increases the BER
performance of scheme-3 approaches that of differen-
tial STBC without precoding. In contrast, scheme-4
provides significant BER improvements at high SNRs
and we expect the performance of this scheme to con-
verge to that of differential STBC without precoding at
higher SNRs.
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Fig. 3 BER performance of
the rate-1 coherent STBC
(BPSK) with nT = 4 and
nR = 1, 2 antennas; UCA
transmit antenna
configuration
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Fig. 4 BER performance of
the rate-1 coherent STBC
(BPSK) with nT = 4 and
nR = 1, 2 antennas; ULA
transmit antenna
configuration
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BER performance results for 4-transmit UCA and
4-transmit ULA antenna configurations are shown in
Figs. 6 and 7, respectively, for a uniform-limited azi-
muth power distribution at the transmitter with angular
spread σt = 15◦ about the mean AOD φ0 = 0◦. For
both antenna configurations, the minimum separation
between two adjacent transmit antenna elements is set
to 0.2λ, corresponding to aperture radii 0.142 and 0.3λ

for UCA and ULA antenna configurations, respectively.

As before, when nR = 2, the two receiver antennas
are placed λ apart. For both transmit antenna configu-
rations, simulation results show that the BER perfor-
mance of both precoding schemes is better than that
of non-precoded systems. For example, when nR = 2,
it can be seen that at 10−3 BER, the performance of
scheme-3 is about 1.5 and 2 dB better than that of the
non-precoded system, for UCA and ULA antenna con-
figurations, respectively. As before, we can observe that
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Fig. 5 BER performance of
the rate-1 differential STBC
(QPSK) with nT = 2 and
nR = 1, 2 antennas;
transmit antenna separation
0.1λ
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the performance of the fixed scheme converges to the
performance of the non-precoded system at high SNRs.
With the feedback scheme, we observe significant BER
improvements over all SNRs considered.

8 Performance in other channel models

Simulation results presented in previous sections used
the channel model H = JRHSJ†

T, which is derived
based on plane wave propagation theory, to simulate
the underlying channels between transmit and receive
antennas. In this section we analyze the performance
of fixed precoding scheme (both coherent and differ-
ential) derived in this paper applied on other statistical
channel models proposed in the literature. In particular,
we are interested on channel models that are consistent
with plane wave propagation theory. MISO and MIMO
channel models proposed by Chen et al. [23] and Abdi
et al. [24], respectively, are two such example chan-
nel models. Sections 8.1 and 8.2 provide simulation
results9 of coherent STBC applied on Chen’s MISO
channel model and differential STBC applied on Abdi’s
MIMO channel model, respectively.

9 Used channel models proposed in [23,24] to model the under-
lying channel between transmit and receive antennas. Spatial
precoders are designed using channel model H = JRHSJ†

T.

8.1 Chen et al.’s MISO channel model

Figure 8 depicts the MISO channel model proposed
by Chen et al., where the space–time cross correla-
tion between two antenna elements at the transmitter is
given by

[R(τ )]m,n = exp

[
j

2π

λ
(dm − dn)

]
(30)

×J0

⎡
⎣2π

√(
fDτ cos γ + zc

mn

λ

)2

+
(

fDτ sin γ − zs
mn

λ

)2
⎤
⎦

with

zc
mn = 2a

dm + dn

[
dsp

mn − (dm − dn) cos αmn cos βmn
]
,

zs
mn = 2a

dm + dn
(dm − dn) cos αmn sin βmn

a is the scatterer ring radius, γ is the moving direc-
tion of the receiver with respect to the end-fire of the
antenna array, fD is the Doppler spread and dmn is the
receiver distance to the center of the transmit antenna
pair m, n. All other geometric parameters are defined
as in Fig. 8.

Figure 9 shows the performance of the fixed pre-
coding scheme (scheme-1) derived in Sect. 4.1 for
rate-3/4 coherent STBC with three transmit antennas
placed in a ULA configuration. In this simulation, we
assume the time-varying channels are undergone Ray-
leigh fading at the fading rate fDT = 0.001, where T
is the codeword period. We set parameters a = 30λ,
dsp

12 = dsp
23 = 0.2λ, d12 = 1, 000λ, γ = 20◦ and β1,2 =
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Fig. 6 BER performance of
the rate-1 differential STBC
(BPSK) with nT = 4 and
nR = 1, 2 antennas; UCA
transmit antenna
configuration
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Fig. 7 BER performance of
the rate-1 differential STBC
(BPSK) with nT = 4 and
nR = 1, 2 antennas; ULA
transmit antenna
configuration
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60◦. All other geometric parameters of the model in
Fig. 8 can be easily determined from these parame-
ters by using simple trigonometry. In this simulation, a
realization of the underlying space–time MIMO chan-
nel is generated using (29) and (30). From Fig. 9, we
observed that proposed fixed precoding scheme gives
significant performance improvements for time-vary-
ing channels. For example, at 0.05 BER, performance
of the spatially precoded system is 1 dB better than that
of the non-precoded system.

8.2 Abdi et al.’s MIMO channel model

In this model, space–time cross correlation between
two distinct antenna element pairs at the receiver and
the transmitter is given by

[R(τ )]lp,mq = exp[ jcpq cos(αpq )]
I0(κ)

× I0

({
κ2 − a2 − b2

lm − c2
pq
2 sin2(αpq )

+2ablm cos(βlm − γ ) + 2cpq
 sin(αpq )
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Fig. 8 Scattering channel
model proposed by Chen
et al. for three transmit and
one receive antennas

Tx−1 Tx−

Rx

Fig. 9 Spatial precoder
performance with three
transmit and one receive
antennas for 0.2λ minimum
separation between two
adjacent transmit antennas
placed in a uniform linear
array, using Chen et al’s.
channel model: rate-3/4
coherent STBC
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× [
a sin(γ ) − blm sin(βlm)

]

− j2κ
[
a cos(ϕ0 − γ ) − blm cos(ϕ0 − βlm)

−cpq
 sin(αpq ) sin(ϕ0) ])}1/2
)

, (31)

where a=2π fDτ , blm=2πdlm/λ, cpq=2πδpq/λ; fD is
the Doppler shift; ϕ0 is the mean angle of arrival at the
receiver; κ controls the spread of the AOA; and γ is the
directionofmotionofthereceiver.Othergeometricparam-
etersaredefinedinFig.10.Note that thismodelalsocap-
tures thenon-isotropicscatteringat the transmittervia


and the model is valid only for small 
 [24].
Figure 11 shows the performance of spatial precoder

derived in Sect. 5.1 for rate-1 differential STBC with
two transmit and two receive antennas for a station-
ary receiver (i.e., fD = 0). In this simulation, we set
δ12 = 0.1λ, d12 = λ, and α12 = β12 = 0◦. We assume

the scattering environment surrounding the receiver
antenna array is rich, i.e., κ = 0 and the non-isotropic
factor 
 at the transmitter is 10◦. A realization of the
underlying MIMO channel is generated using (29) and
(31). It is observed that our precoding scheme based on
antenna configuration details give promising improve-
ments for low SNRs when the underlying channel is
modeled using Abdi’s channel model.

Therefore, using the previous results from Chen’s
channel model and the current results, we can come to
the conclusion that our fixed spatial precoding scheme
can be applied to any general wireless communication
system. Furthermore, our precoder designs and simu-
lation results provide an independent confirmation of
the validity of the spatial channel decomposition H =
JRHSJ†

T proposed in [13].

Fig. 10 Scattering channel
model proposed by Abdi
et al. for two transmit and
two receive antennas with
local scatters Si around the
mobile receiver γ
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Fig. 11 Spatial precoder
performance with two
transmit and two receive
antennas using Abdi et al.’s
channel model: rate-1
differential STBC
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9 Concluding remarks

By exploiting the spatial dimension of a MIMO chan-
nel, we proposed linear spatial precoding schemes to
improve the performance of coherent and non-coherent
space–time block coded systems applied on spatially
constrained antenna arrays. The proposed precoding
schemes are designed based on previously unutilized
fixed and known parameters of MIMO channels, the
antenna spacing and antenna placement details. Both
precoders are fixed for fixed antenna placement and
the transmitter does not require any form of feedback
of channel state information (partial or full) from the
receiver which is an added advantage over the other pre-
coding schemes found in the literature. We also devel-
oped linear precoding schemes to exploit the
non-isotropic parameters of the scattering channel to
improve the performance of space–time codes in non-
isotropic scattering environments. Unlike in the fixed
scheme, this scheme requires the receiver to estimate
the non-isotropic parameters of the scattering chan-
nel and feed them back to the transmitter. Based on
the simulation results, we observed that the perfor-
mance of the feedback scheme is superior to that of
the fixed scheme for all SNRs in non-isotropic scatter-
ing environments. The performance of both precoding
schemes is assessed when applied on 1-D antenna ar-
rays (ULA) and 2D antenna arrays (UCA). With 1D an-
tenna arrays, we observed that both fixed and feedback
schemes give scope for improvements than with 2D an-
tenna arrays. When nT = 2, simulation results showed
that the fixed scheme provides significant performance
improvements at low SNRs and the feedback scheme
provides significant performance improvements both
at low and high SNRs. However, for nT > 2, the fixed
scheme provides significant performance improvements
at moderate SNRs. Based on the performance results,
we believe that proposed fixed schemes can be applied
on uplink transmission of a mobile communication sys-
tem as these schemes can effectively reduce the effects
due to insufficient antenna spacing and antenna place-
ment at the mobile unit.

Appendix

A Proof of pep upper bound: coherent receiver

The conditional average PEP P(Si → S j ), defined as
the probability that the receiver erroneously decides in

favor of S j when Si was actually transmitted for a given
channel realization, is upper bounded by the Chernoff
bound [3]

P(Si → S j |h) ≤ exp
(
− γ

4 d2
h (Si , S j )

)
, (32)

where d2
h (Si , S j ) = h[InR ⊗ S
,Fc ]h†, S
,Fc = Fc

(Si − S j )(Si − S j )
†F†

c , h = (vec{HT })T a row vector
and γ = Es/σ

2
n is the average SNR at each receive

antenna. To compute the average PEP, we average (32)
over the joint distribution of h. Assume h is a proper
complex10 nTnR-dimensional Gaussian random vector
with mean 0 and covariance matrix RH = E

{
h†h

}
,

then the pdf of h is given by Goodman [25]

p(h) = 1
πnTnR det(RH)

exp{−hR−1
H h†}

provided that RH is non-singular. Then the average PEP
is bounded as follows

P(Si → S j ) ≤ 1
πnTnR det(RH)

∫
exp{−hR−1

0 h†}dh (33)

where R−1
0 = (

γ
4 InR ⊗ S
,Fc + R−1

H ). Assume RH is
non-singular (positive definite), therefore the inverse
R−1

H is positive definite, since the inverse matrix of a
positive definite matrix is also positive definite [17,p.
142]. Also note that S
,Fc is Hermitian and it has posi-
tive eigenvalues (through code construction, e.g., [3]),
therefore S
,Fc is positive definite, hence InR ⊗S
,Fc is
also positive definite. Therefore R−1

0 is positive definite
and hence R0 is non-singular. Using the normalization
property of Gaussian pdf

1

πnTnR det (R0)

∫
exp{−hR−1

0 h†}dh = 1

we can simplify (33) to

P(Si → S j ) ≤ det(R0)
det(RH)

= 1

det
(

R−1
0 RH

)

or equivalently

P(Si → S j ) ≤ 1

det
(

InTnR + γ
4 RH[InR ⊗S
,Fc ]

) .

B Proof of generalized water-filling solution
for nR = 2 receiver antennas

Let nR = 2 in (17), then we obtain the second-order
polynomial r1r2υct2

i q2
i + (υcti (r1 +r2)−2r1r2t2

i )qi +
10 To be proper complex, the mean of both the real and imaginary
parts of HS must be zero and also the cross-correlation between
real and imaginary parts of HS must be zero.
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(υc − r1ti − r2ti ) in q which has roots qi,1 = A + √
K

and qi,2 = A −√
K , where A and K are given by (20).

Then the product qi,1qi,2 = (υc−r1ti −r2ti )/r1r2υct2
i .

Case 1 qi,1qi,2 > 0 ⇒ υc > ti (r1 + r2). In this case,
both roots are either positive or negative. Let υc =
αti (r1+r2), where α > 1. Then A = −t2

i α[(r1+r2)
2−

2r1r2/α] < 0 for all α > 1. Since K > 0, qi,2 < 0,
thus qi,1 must also be negative to hold υc > ti (r1 +r2).
Therefore, when υc > ti (r1 + r2), the optimum qi is
zero to hold the inequality constraints of (14)

Case 2 qi,1qi,2 < 0 ⇒ υc < ti (r1 + r2). In this case,
we always have one positive root and one negative root.
Assume qi,1 > 0 and qi,2 < 0 and let υc = αti (r1+r2),
where 0 < α < 1. For qi,1 to positive, we need to prove
that

√
K > t2

i α[(r1 + r2)
2 − 2r1r2/α] for 0 < α < 1.

Instead, we show that

√
K < t2

i α[(r1 + r2)
2 − 2r1r2/α], (34)

only when α > 1. Note that, since K > 0, (34) can be
squared without affecting to the inequality sign. There-
fore squaring (34) and further simplification to it yields
α > 1. This proves that qi,1 > 0 and qi,2 < 0 when
υc < ti (r1 + r2) and the optimum solution to (14) is
given by qi,1.

C Proof of generalized water-filling solution
for nR = 3 receiver antennas

Let nR = 3 in (17), then we obtain the third-order poly-
nomial a3q3

i + a2q2
i + a1qi + a0 in qi which has roots

[26]

qi,1 = − a2
3 + (S + T ),

qi,2 = − a2
3 − 1

2 (S + T ) + ı
√

3
2 (S − T ),

qi,3 = − a2
3 − 1

2 (S + T ) − ı
√

3
2 (S − T ),

where S±T =
[

R+√Q3+R2
]1/3±

[
R−√Q3+R2

]1/3

and all other variables are as defined in Sect. 4.4, then
the product qi,1qi,2qi,3 = (r1ti + r2ti + r3ti − υc)/

r1r2r3υct3
i .

Case 1 qi,1qi,2qi,3 < 0 ⇒ υc > ti (r1 + r2 + r3). Let
υc = αti (r1 + r2 + r3), where α > 1. For α > 1, it
can be shown that (Q3 + R2) > 0, hence qi,1 < 0 and
qi,2, qi,3 ∈ C. Therefore, when υc > ti (r1 + r2 + r3),
the optimum qi is zero.

Case 2 qi,1qi,2qi,3 > 0 ⇒ υc < ti (r1 + r2 + r3). Let
υc = αti (r1 +r2 +r3), where 0 < α < 1. For 0 < α <

1, it can be shown that (Q3 + R2) < 0 and R1/3 > a2
6 ,

hence we get two negative roots qi,2, qi,3 < 0 and one
positive root qi,1 > 0 as the roots of cubic polynomial.
Therefore, when υc < ti (r1 + r2 + r3), the optimum
solution to (14) is given by qi,1.

D Proof of the conditional mean and the
conditional variance of
u = 2Re{w(k)�

†
i, j y

†(k − 1)}

D.1 Proof of conditional mean

Mean of u condition on the received signal y(k − 1)

can be written as

m̄u|y(k−1) = E
{

2Re
{

w(k)

†
i, j y

†(k−1)
}

| y(k−1)
}

= 2Re
{

E {w(k) | y(k−1)} 

†
i, j y

†(k−1)
}

.

(35)

Substituting w(k) = n(k) − n(k − 1)Si and noting
E {n(k) | y(k − 1)} = 0, (35) can be simplified to

m̄u|y(k−1) = −2Re
{

m̄n(k−1)|y(k−1)Si

†
i, j y

†(k − 1)
}

= 2Re
{

m̄n(k−1)|y(k−1)(I−SiS†
j )y

†(k−1)
}
,

(36)

where m̄n(k−1)|y(k−1) = E {n(k − 1) | y(k − 1)}. Us-
ing the minimum mean square error estimator results
given in [27,Sect. 2.3], we obtain

m̄n(k−1)|y(k−1) = E {n(k − 1)} + [
y(k − 1)

−E {y(k − 1)}]

×
−1
y(k−1),y(k−1)
y(k−1),n(k−1),

where


y(k−1),y(k−1) = E
{

y†(k − 1)y(k − 1)
}

= EsX †
d (k − 1)RHXd(k − 1)

+σ 2
n InTnR (37)

and


y(k−1),n(k−1) = E
{

y†(k − 1)n(k − 1)
}

= σ 2
n InTnR . (38)

Since E {n(k − 1)} = 0 and E {y(k − 1)} = 0, we
have

m̄n(k−1)|y(k−1) = σ 2
n y(k − 1) (39)

×
(

EsX †
d (k − 1)RHXd(k − 1) + σ 2

n I
)−1

.
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Substituting (39) for m̄n(k−1)|y(k−1) in (36) gives the
conditional mean m̄u|y(k−1).

D.2 Proof of conditional variance

Variance of u condition on the received signal y(k −1)

can be written as

σ 2
u|y(k−1) = E

{
‖u − m̄u|y(k−1) ‖2| y(k − 1)

}
(40)

= E{(u − m̄u|y(k−1))
†(u − m̄u|y(k−1))

× | y(k − 1)}.
After some straight forward manipulations we can show

u − m̄u|y(k−1) = 2Re
{(

n(k) − [
n(k − 1)

−m̄n(k−1)|y(k−1)

]Si

)

× 

†
i, j y

†(k − 1)
}

. (41)

Now, substituting (41) for u−m̄u|y(k−1) in (40) gives

σ 2
u|y(k−1) = 2y(k − 1)
i, j

×
[

n(k),n(k) − S†

i 
n(k−1)|y(k−1)Si

]

×

†
i, j y

†(k − 1), (42)

where 
n(k),n(k) = E
{
n†(k)n(k)

} = σ 2
n I and


n(k−1)|y(k−1) = E{‖n(k − 1) − m̄n(k−1)|y(k−1) ‖2

× | y(k − 1)}
is the covariance of the noise vector n(k −1) condition
on y(k − 1). Using the minimum mean square error
estimator results given in [27], we can write


n(k−1)|y(k−1) = 
n(k−1),n(k−1) − 

†
y(k−1),n(k−1)

×
−1
y(k−1),y(k−1)
y(k−1),n(k−1)

= σ 2
n

[
I − σ 2

n 
−1
y(k−1),y(k−1)

]
. (43)

Substituting (37) for 
y(k−1),y(k−1) in (43) and then
the result in (42) gives the conditional varianceσ 2

u|y(k−1).

E Proof of pep upper bound: non-coherent
receiver

At asymptotically high SNRs, the PEP condition on the
received signal y(k − 1) is given by

P(Si → S j | y(k − 1)) = Q

(√
d2

i, j

4σ 2
n

)
.

Now using the Chernoff bound

Q(x) ≤ 1

2
exp

(−x2

2

)

the conditional PEP can be upper bounded by

P(Si → S j | y(k − 1)) ≤ 1
2 exp

(−d2
i, j

8σ 2
n

)
. (44)

To compute the average PEP, we average (44) over the
joint distribution of y(k − 1). Assume y(k − 1) is a
proper complex Gaussian random vector that has mean
E {y(k − 1)} = 0 and covariance

Ry(k−1) � E
{

y†(k − 1)y(k − 1)
}

= EsX †
d (k − 1)R HXd(k − 1)

+σ 2
n InTnR . (45)

If Ry(k−1) is non-singular, then the pdf of y(k − 1) is
given by

p(y(k − 1)) = π−nTnR

det
(
Ry(k−1)

) exp
{
−y(k − 1)R−1

y(k−1)

y† (k − 1)

}
.

Averaging (44) over the pdf of y(k − 1), we obtain

P(Si → S j ) ≤ π−nTnR

2 det
(
Ry(k−1)

)

×
∫

exp
{
−y(k − 1)R−1

d y†(k − 1)
}

dy(k − 1), (46)

where

R−1
d = R−1

y(k−1) + 1

8σ 2
n

Di, j .

Assume RH is non-singular (positive definite). It can be
shown that both Ry(k−1) and Di, j are positive definite.
Therefore, Rd is non-singular. Using the normalization
property of Gaussian pdf

1

πnTnR det (Rd)

∫
exp

{
−y(k − 1)R−1

d y†(k−1)
}

dy(k−1)=1

we can simplify (46) to

P(Si → S j ) ≤ det(Rd)

2 det(Ry(k−1))
= 1

2 det
(

R−1
d Ry(k−1)

)

or equivalently

P(Si→S j )≤ 1
2

1

det
(

I+ 1
8

(
γX †

d (k−1)RHXd(k−1)+InTnR

)
Di, j

) .
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F optimum precoder for differential STBC

F.1 MISO channel

The optimization problem involved in this case is sim-
ilar to the water-filling problem in information theory,
which has the optimal solution

pi =
{ 1

υd
− 1

ti
, υd < ti ,

0, otherwise,
(47)

where the water-level 1/υd is chosen to satisfy
nT∑

i=1

max

(
0,

1

υd
− 1

ti

)
= γ βnT

8 + β
.

F.2 nT×2 MIMO channel

The optimum pi for this case is

pi =
{

A + √
K , υd < ti (r1 + r2),

0, otherwise,

where υ is chosen to satisfy
nT∑

i=1

max
(

0, A + √
K
)

= γβnT

8 + β

with

A = 2r1r2t2
i − υd ti (r1 + r2)

2υdr1r2t2
i

and

K = υ2
d t2

i (r1 − r2)
2 + 4r2

1 r2
2 t4

i

2υdr1r2t2
i

.

F.3 nT×3 MIMO channel

For the case of nT transmit antennas and nR = 3 receive
antennas, the optimum pi is given by

pi =
{− z2

3z3
+ Z , υd < ti (r1 + r2 + r3),

0, otherwise,

where υd is chosen to satisfy
nT∑

i=1

max

(
0,− z2

3z3
+ Z

)
= γ βnT

8 + β

with

Z =
[

Z2 +
√

Z3
1 + Z2

2

]1/3

+
[

Z2 −
√

Z3
1 + Z2

2

]1/3

,

Z1 = 3z1z3 − z2
2

9z2
3

, Z2 = 9z1z2z3 − 27z0z2
3 − 2z3

2

54z3
3

z3 = υdr1r2r3t3
i , z2 = υdt2

i (r1r2 + r1r3 + r2r3) −
3r1r2r3t3

i , z1 = υdti (r1 + r2 + r3) − 2t2
i (r1r2 + r1r3 +

r2r3), and z0 = υd − ti (r1 + r2 + r3).

Acknowledgements This work was supported by the Austra-
lian Research Council Discovery Grant DP0343804. T. D. Ab-
hayapala is also with National ICT Australia, Locked Bag 8001,
Canberra, ACT 2601, Australia. National ICT Australia is funded
through the Australian Government’s Backing Australia’s Ability
initiative, in part through the Australian Research Council.

References

1. Telatar, I. E. (1995). Capacity of multi-antenna gaussian
channels. Tech. Repo., AT & T Bell Labs.

2. Foschini, G. J., & Gans, M. J. (1998). On limits of wire-
less communications in a fading environment when using
multiple antennas. Wireless Personal Communications, 6,
311–335.

3. Tarokh, V., Seshadri, N., & Calderbank, A. R. (1998). Space-
time codes for high data rate wireless communication: per-
formance criterion and code construction. IEEE Transaction
Information Theory, 44(1), 744–765.

4. Alamouti, S. (1998). A simple transmit diversity technique
for wireless communications. IEEE Transaction, Commu-
nication, 16(8), 1451–1458.

5. Tarokh, V., Jafarkhani, H., & Calderbank, A. R. (1999).
Space-time codes from orthogonal designs. IEEE Transac-
tion Information Theory, 45(5), 1456–1467.

6. Sampath, H., & Paulraj, A. (2001). Linear precoding for
space–time coded systems with known fading correlations.
In Proceeding of the asilomar conference signals, systems
and computers, Pacific Grove, CA, USA, Vol. 1, pp. 246–
251.

7. Giannakis, G. B., & Zhou S. (2000). Optimal transmit-
diversity precoders for random fading channels. In Proceed-
ings of GLOBECOM, San Francisco, CA, Vol. 3, pp. 1839–
1843.

8. Zhou, S., & Giannakis, G. B. (2003). Optimal transmitter
eigen-beamforming and space–time block coding based on
channel correlations. IEEE Transactions Information The-
ory, 49, (7), 1673–1690. 2003.

9. Zhao, Y., Adve, R., & Lim, T. J. (2004). Precoding of orthog-
onal STBC with channel covariance feedback for minimum
error probability. In Proceedings of the 15th IEEE Inter-
national symposium on personal, indoor and mobile radio
communications PIMRC’2004, Barcelona, Spain.

10. Hjørungnes, A., Akhtae, J., & Gesbert, D. (2004). Precod-
ing for space–time block codes in (non-)kronecker corre-
lated MIMO channels. In Proceedings of the 12th Euro-
pean signal processing conference, EUSIPCO’2004, Vi-
enna, Austria, pp. 6–10.

11. Cai, X., & Giannakis, G. B. (2003). Differential space–
time modulation with transmit-beamforming for corre-
lated MIMO fading channels. In Proceedings of the IEEE
International Conference on acoustics, speech, and sig-
nal processing, 2003 (ICASSP ’03), Hong Kong Vol. 4,
pp. IV–25–28.

123



T. A. Lamahewa et al.

12. Nguyen, V. K. (2005). Differential encoding technique for
multi-antenna systems with correlated rayleigh fading chan-
nels. in Proceedings of the IEEE International conf. on
industrial tech., Hong Kong, pp. 1141–1146.

13. Abhayapala, T. D., Pollock, T. S., & Kennedy, R. A. (2003).
Spatial decomposition of MIMO wireless channels. In
Proceedings of the 7th international symposium on signal
processing and its applications, Paris, France, Vol. 1, pp.
309–312.

14. Jones, H. M., Kennedy, R. A., & Abhayapala, T. D. (2002).
On dimensionality of multipath fields: Spatial extent and
richness. In Proceedings of the IEEE Int. conf. acoust.,
speech, signal processing, ICASSP’2002, Orlando, FL, USA
Vol. 3, pp. 2837–2840.

15. Lamahewa, T. A., Simon, M. K., Kennedy, R. A., & Ab-
hayapala, T. D. (2005). Performance analysis of space–time
codes in realistic propagation environments: A moment gen-
erating function-based approach. Journal Of Communica-
tion and Networks, 7(4), 450–461.

16. Hughes, B. L. (2000). Differential space–time modulation.
IEEE Transaction Information Theory, 46, 2567–2578.

17. Golub, G. H., & Van Loan, C. F. (1996). Matrix computa-
tions, (3rd ed.). The Johns Hopkins Baltimore and London:
University Press.

18. Boyd, S., & Vandenberghe, L. (2004). Convex optimization.
Cambridge: Cambridge University Press.

19. Hochwald, B. M., & Sweldens, W. (2000). Differential uni-
tary space–time modulation. IEEE Transactions on Com-
munication, 48(12), pp. 2041–2052.

20. Pollock, T. S., Abhayapala, T. D., & Kennedy, R. A. (2003).
Introducing space into MIMO capacity calculations. Jour-
nal on Telecommunications Systems (Kluwer Academic
Publishers), 24(2), 415–436.

21. Salz, J., & Winters, J. H. (1994). Effect of fading correlation
on adaptive arrays in digital mobile radio. IEEE Transac-
tions on Vehicular Technology, 42(4), 1049–1057.

22. Lamahewa, T. A., Abhayapala, T. D., & Kennedy, R. A.
(2004). Fading resistance of orthogonal space–time block
codes under spatial correlation. In Proceedings of the IEEE
Workshop on signal processing advances in wireless com-
munications, SPAWC, Lisbon, Portugal, pp. 278–282.

23. Chen, T. A., Fitz, M. P., Kuo, W. Y., Zoltowski, M. D.,
& Grimm, J. H. (2000). A spacetime model for frequency
nonselective rayleigh fading channels with applications to
space–time modems. IEEE Journal on Selected Areas in
Communications, 18, 1175–1190.

24. Abdi, A., & Kaveh, M. (2002). A space–time correlation
model for multielement antenna systems in mobile fading
channels. IEEE Journal on Selected Areas in Communica-
tions, 20, 550–560.

25. Goodman, N. R. (1963). Statistical analysis based on a cer-
tain multivariate complex gaussian distribution (an intro-
duction). Annals of Mathematical Statistics, 34, 152–177.

26. Korn, G. A., & Korn, T. M. (1968). Mathematical handbook
for scientists and engineers. New York, NY: Dover.

27. Anderson, B. D. O., & Moore, J. B. (2005). Optimal filtering.
New York: Dover Publications.

Author Biographies

Tharaka A. Lamahewa
received the B.Eng. degree
in Information Technol-
ogy and Telecommunica-
tions Engineering from
the University of Ade-
laide, South Australia, in
2000. He is currently pur-
suing the Ph.D. degree in
Telecommunications En-
gineering at the Research
School of Information Sci-
ences and Engineering,
Australian National Uni-
versity, Canberra. From
2001 to 2003, he worked as
a software design engineer

at Motorola Electronics Pvt Ltd., Singapore. His research inter-
ests include space-time coding, MIMO channel modeling and
MIMO capacity analysis for wireless communication systems.

Rodney A. Kennedy re-
ceived a BE from the Uni-
versity of New South Wales,
Australia in 1982, a Master
of Engineering from the Uni-
versity of Newcastle in 1986,
and a PhD from the Aus-
tralian National University in
1988. He worked 3 years
for CSIRO on the Australia
Telescope Project. He is now
with the Department of In-
formation Engineering, Re-
search School of Information
Sciences and Engineering at
the Australian National Uni-
versity. His research interests

are in the fields of digital and wireless communications, digital
signal processing and acoustical signal processing.

123



Spatial precoder design for space–time coded MIMO systems: based on fixed parameters of MIMO channels

Thushara D. Abhayapala
leads the Wireless Signal
Processing (WSP) program
at the National ICT Aus-
tralia (NICTA). He is also
an Associate Professor at
the Australian National Uni-
versity (ANU), Canberra,
Australia. He received the
B.E.(hons.) degree in in-
terdisciplinary systems en-
gineering in 1994 and the
Ph.D. degree in telecom-
munications Engineering in
1999 from ANU. From 1995
to 1997, he worked as a Re-
search Engineer at the Arthur

C. Clarke Centre for Modern Technologies, Sri Lanka. Since
December 1999, he has been a faculty member at the Research
School of Information Sciences and Engineering, ANU. His re-
search interests are in the areas of space-time signal process-
ing for wireless communication systems, spatiotemporal channel
modeling, UWB systems, array signal processing, and acoustic
signal processing. He has supervised 20 research students and
coauthored over 100 peer reviewed papers. A/Prof. Abhayapala
is currently an associate editor for EURASIP Journal on Wireless
Communications and Networking.

Van K. Nguyen received
his PhD degree in electronic
engineering and B.E (hon-
ors) degree in computer sys-
tem engineering from the
University of Adelaide in
2004 and 2000, respectively.
Since 2003, he has been
a Lecturer in the School
of Engineering and Tech-
nology at Deakin Univer-
sity, Australia. His research
interests include multiuser
detection for CDMA sys-
tems, space-time coding and
processing for multiantenna
systems, and receiver struc-
ture design for general diver-
sity systems.

123


	Spatial precoder design for space--time coded MIMO systems: based on fixed parameters of MIMO channels
	Abstract
	Abstract
	Introduction
	Spatial channel model
	System model
	Coherent space--time block codes
	Differential space--time block codes
	Problem setup: Coherent STBC
	Optimum spatial precoder: coherent STBC
	MISO channel
	nT2 MIMO channel
	nT3 MIMO channel
	A Generalized method
	Spatially uncorrelated receive antennas
	Problem setup: differential STBC
	Optimum spatial precoder: differential STBC
	Simulation results: coherent STBC
	Performance in Non-isotropic scattering environments
	Simulation results: differential STBC
	Performance in other channel models
	Chen et al.'s MISO channel model
	Abdi et al.'s MIMO channel model
	Concluding remarks
	Proof of pep upper bound: coherent receiver
	Proof of generalized water-filling solutionfor nR=2 receiver antennas
	Proof of generalized water-filling solutionfor nR=3 receiver antennas
	Proof of the conditional mean and the conditional variance of u=2Re{w(k)i,jy(k-1)}
	Proof of conditional mean
	Proof of conditional variance
	Proof of pep upper bound: non-coherent receiver
	optimum precoder for differential STBC
	MISO channel
	nT2 MIMO channel
	nT3 MIMO channel
	Acknowledgements
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e00640065002f007000640066002f000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


