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Abstract— Previous results have shown channel capacity of
multiple-antenna array communication systems linearly scales
with the number of antennas. In reality, by increasing the
number of antennas within a fixed region of space the antenna
array become dense and spatial correlation (non-ideal antenna
placement) significantly limits the capacity. In this paper, we
derive a spatial precoder which eliminates the effects of non-
ideal antenna placement on the capacity performance of spatially
constrained dense MIMO systems. The precoder is derived based
on fixed and known parameters of MIMO channels, namely the
antenna spacing and antenna placement which are known at the
transmitter. Therefore, with this design, the precoder is fixed for
fixed antenna placement and the transmitter does not require
any feedback of channel state information (partial or full) from
the receiver. Closed form solutions for the spatial precoder is
derived and numerical results are presented to show the capacity
improvements obtained for two types of spatially constrained
antenna arrays.

I. I NTRODUCTION

Multiple-input multiple-output (MIMO) communications
systems using multi-antenna arrays simultaneously during
transmission and reception have generated significant interest
in recent years. Theoretical work of [1] and [2] showed the
potential for significant capacity increases in wireless channels
via spatial multiplexing with sparse antenna arrays. However,
in reality by increasing the number of antennas within a fixed
region of space the antenna array become dense and spatial
correlation significantly limits the channel capacity [3]. The
achievable capacities of MIMO channels and power allocation
schemes to achieve these capacities under various assumptions
of channel state information (CSI) has been the subject of
recent research work in information theory.

Previous studies [3–9] have given insights and bounds into
the effects of correlated channels and [7–9] have specifically
studied the capacity of spatially constrained dense antenna
arrays. Above studies have assumed that the perfect CSI
is known only to the receiver. In [1, 10, 11] various power
allocation schemes (or water filling strategies) have been
derived assuming perfect CSI or partial CSI (e.g. channel
covariance) is available at the transmitter through feedback.
However, performance of these schemes heavily depends on
the accuracy of the feedback information.

In [7] it was shown that there exists a theoretical antenna
saturation point at which the maximum achievable capacity
for a fixed region occurs, and further increases in the number

of antennas in the region will not give further capacity gains.
However, it was also shown that due to non-ideal antenna
placement, capacity achieved from a fixed region of space is
always lower than the theoretical maximum capacity, and in
this case the capacity achieved corresponds to a smaller region
with optimally placed antennas within.

In contrast, in this paper we show that the theoretical
maximum capacity for a fixed region of space can be achieved
via linear spatial precoding, which basically eliminates the
detrimental effects of non-ideal antenna placement. This linear
spatial precoder is designed based on previously unutilized
fixed and known parameters of a MIMO channel, the antenna
spacing and antenna placement.

The spatial channel model proposed in [12] provides us
a way to incorporate antenna spacing and antenna place-
ment details into the precoder design. In this model, MIMO
channel is decomposed into deterministic and random parts,
where deterministic parts are related to the transmitter and
receiver antenna configurations (antenna spacing and antenna
placement) and the random part is related to the scattering
environment surrounding the transmitter and receiver antenna
arrays.

Unlike the power allocation schemes found in the literature
[1, 10, 11] our new scheme does not require any feedback
information from the receiver. Our novel scheme utilizes
channel state information contained in the antenna locations,
which has previously been ignored. Furthermore, this new
scheme can be used in stationary channels as well as non-
stationary channels.

Notations: Throughout the paper, the following notations
will be used: The matrixIn is the n × n identity matrix
and bold lower (upper) letters denote vectors (matrices).[·]†
denotes the conjugate transpose operation. The notationE {·}
denotes the mathematical expectation,| · | denotes the matrix
determinant, tr{·} denotes the matrix trace,f(·) denotes the
complex conjugate of functionf(·), d.e denotes the ceiling
operator and‖ · ‖ denotes the Euclidean length of a vector.

II. SYSTEM MODEL

Consider a MIMO system consisting ofnT transmit anten-
nas andnR receive antennas. The originalnT×1 data vector
sent from the transmitter is denoted bys with E

{
ss†

}
=



PT /nT InT
, where PT is the total transmit power. Before

each data vector is transmitted, it is multiplied by a fixed
linear spatial precoder matrixF of sizenT×nT , so thenR×1
received signal becomes

y = Hx + w,

wherex = Fs is thenT×1 baseband transmitted signal vector
from nT antennas with input signal covariance matrix

Q = E
{
xx†

}
=

PT

nT
FF †, (1)

w is thenR×1 white Gaussian noise matrix in which elements
are zero-mean independent Gaussian distributed random vari-
ables with variance1/2 per dimension andH is thenR×nT

random flat fading channel matrix. Note thatPT is also the
average signal-to-noise (SNR) at each receiver antenna. In this
work we adapt the spatial channel model derived in [12] to
representH and in the next section we briefly review this
channel model.

A. Channel Model

SupposenT transmit antennas located at positionsut, t =
1, 2, · · · , nT relative to the transmitter array origin, andnR

receive antennas located at positionsvr, r = 1, 2, · · · , nR

relative to the receiver array origin.rT ≥ max ‖ut‖ andrR ≥
max ‖vr ‖ denote the radius of spheres that contain all the
transmitter and receiver antennas, respectively. We assume that
scatterers are distributed in the far field from the transmitter
and receiver antennas and regions containing the transmit and
receive antennas are distinct.

Here we consider the situation where the multipath is
restricted to the azimuth plane only (2-D scattering environ-
ment1), having no field components arriving at significant ele-
vations. In this case, the channel matrixH can be decomposed
as [12]

H = JRHSJ†T , (2)

whereJR is thenR×(2NR+1) receiver configuration matrix,

JR =




J−NR
(v1) · · · JNR

(v1)
J−NR(v2) · · · JNR(v2)

...
. . .

...
J−NR

(vnR
) · · · JNR

(vnR
)


 ,

JT is thenT×(2NT + 1) transmitter configuration matrix,

JT =




J−NT
(u1) · · · JNT

(u1)
J−NT

(u2) · · · JNT
(u2)

...
.. .

...
J−NT

(unT
) · · · JNT

(unT
)


 ,

with

Jn(x) , Jn(k‖x‖)ein(φx−π/2) (3)

as thespatial-to-modefunction which maps the antenna loca-
tion x ≡ (‖x‖, φx) in the polar coordinate system to then-th

1Similar results can be obtained using the 3-D spatial model derived in [13]

communication mode2 of the region [14], whereJn(·) are the
Bessel functions of the first kind of ordern and k = 2π/λ
is the wave number withλ the wave length.2NT + 1 and
2NR + 1 are the number of effective3 communication modes
at the transmit and receive regions, respectively. Note,NT and
NR are defined by the size of the regions containing all the
transmit and receive antennas, respectively [15]. In our case,

NT =
⌈

kerT

λ

⌉
and (4)

NR =
⌈

kerR

λ

⌉
, (5)

wheree ≈ 2.7183.
Finally, HS is the(2NR +1)×(2NT +1) random complex

scattering channel matrix with(p, q)-th element given by

{HS}p,q =
∫ 2π

0

∫ 2π

0

g(φ, ψ)ei(q−NT−1)φe−i(p−NR−1)ψdφdψ

representing the complex scattering gain between the(q −
NT − 1)-th mode of the scatter-free transmit region and
(p − NR − 1)-th mode of the scatter-free receiver region,
whereg(φ, ψ) is the effective random complex scattering gain
function for signals with angle-of-departureφ from the scatter-
free transmitter region and angle-of-arrivalψ at the scatter-free
receiver region.

The channel matrix decomposition (2) separates the channel
into three distinct regions of interest: the scatter-free region
around the transmitter antenna array, the scatter-free region
around the receiver antenna array and the complex random
scattering environment which is the complement of the union
of two antenna array regions. In other words, MIMO channel
is decomposed into deterministic and random matrices, where
deterministic portionsJT and JR represent the physical
configuration of the transmitter and the receiver antenna
arrays, respectively, and the random portion represents the
complex scattering environment between the transmitter and
the receiver antenna regions.

The rank of the channel matrixH gives the effective
number of independent parallel channels between the transmit
and receive antenna arrays, and thus determines the capacity
of the communications system. From the decomposition (2),
rank{H} = min{rank(JT ), rank(JR), rank(Hs)}. For a
large number of antennas in a rich scattering environment (this
is the scenario we consider in this paper), rank of the channel
matrix H becomesmin{2NT + 1, 2NR + 1}. Therefore the
number of available communication modes for the transmit
and receive regions limits the capacity of the system.

2The set of modes form a basis of functions for representing a multipath
wave field.

3Although there are infinite number of modes excited by an antenna array,
there are only finite number of modes (2N+1) which have sufficient power to
carry information.



III. C APACITY OF SPATIALLY CONSTRAINED ANTENNAS

The ergodic capacity ofnT transmit andnR receive anten-
nas is given by [1],

C̃ = E
{

log
∣∣∣InR

+ HQH†
∣∣∣
}

,

whereQ = E
{
xx†

}
is the input signal covariance matrix.

In the following we will assume that the channel matrixH is
fully known at the receiver and it is also partially known at
the transmitter, where deterministic parts of the channel such
as antenna spacing and antenna geometry are considered as
partial channel information.

In this paper, we consider the case where the receiver array
consists of large number of receive antennas. It was shown in
[16] that the total received power at the receiver array should
remain a constant for a given region, regardless of number of
antennas in it. In this situation, the normalized ergodic capacity
is given by

C̃ = E

{
log

∣∣∣∣InR
+

1
nR

HQH†
∣∣∣∣
}

, (6)

where the scaling factor1/nR scales the channel variances
to E

{|hr,t|2
}

/nR, which assures the total received power
remains a constant as the number of antennas is increased.

Substitution of (2) into (6) gives the ergodic capacity

C̃ = E

{
log

∣∣∣∣InR +
1

nR
JRHsJ

†
T QJT H†

sJ
†
R

∣∣∣∣
}

,

= E

{
log

∣∣∣∣InT +
1

nR
QJT H†

sJ
†
RJRHsJ

†
T

∣∣∣∣
}

, (7)

where the second equality follows from the determinant iden-
tity |I + AB| = |I + BA|.

Let H̃ = JRHs = [h̃
†
1, h̃

†
2, · · · , h̃

†
nR

]†, where h̃r is a
1 × (2NT + 1) row-vector of H̃, which corresponds to the
complex channel gains from(2NT +1) transmit modes to the
r-th receiver antenna, then(2NT +1)× (2NT +1) transmitter
modal correlation matrix can be defined as

R
H̃

, E
{

h̃
†
rh̃r

}
, ∀r

where(n, n′)-th element ofR
H̃

gives the modal correlation
betweenn-th andn′-th modes in the transmit region.

Similar to [7], we consider the situation where the receiver
aperture of radiusrR has optimally placed (uncorrelated)
nR = 2NR+1 antennas, which corresponds to independenth̃r

vectors, then the sample transmitter modal correlation matrix
is given by

R̂
H̃

=
1

nR

nR∑
r=1

h̃
†
rh̃r.

For a large number of receive antennas, the sample trans-
mitter modal correlation matrix̂R

H̃
converges toR

H̃
as

rR → ∞. Since H̃
†
H̃ =

∑nR

r=1 h̃
†
rh̃r, then for a large

number of uncorrelated receive antennas, the ergodic capacity
(7) converges to the deterministic quantityC,

lim
rR→∞

C̃ = C , log
∣∣∣InT

+ QJT R
H̃

J†T
∣∣∣. (8)

This analytical capacity expression allows us to investigate
the effects of transmit antenna configuration, scattering envi-
ronment and the input signal covariance matrixQ on ergodic
capacity. However, in this paper, our main objective is tofind
the optimum transmit power allocation scheme which reduces
the effects of non-ideal antenna placement on the capacity
performance of a communication system.

IV. OPTIMIZATION PROBLEM SETUP

Assume that the scatterers generate an isotropic diffuse field
at the transmitter, which corresponds to independent elements
of scattering channel matrixHS . With this assumption we
haveR

H̃
= I2NT +1 and (8) reduces to

C = log
∣∣∣InT

+ QJT J†T
∣∣∣. (9)

In this case, we see that the capacity obtained from a
fixed region of space is dependent on the transmit antenna
configuration and also on the input signal covariance matrix.

In (9), (q, r)-th element of scatter-free transmit matrix
productJT J†T is given by,

{
JT J†T

}
q,r

=
NT∑

n=−NT

Jn(uq)Jn(ur),

= J0(k ‖ uq − ur ‖)
which follows from a special case of Gegenbauer’s Addition
Theorem [17, page 363]. For a rich scattering environment,
J0(k ‖ uq − ur ‖) gives the spatial correlation between the
complex envelopes of the transmitted signals from antennas
q and r [18]. It is well known that the presence of spatial
correlation between antenna elements limits the capacity of
MIMO systems. So the main objective is to reduce the effects
of spatial correlation (non-ideal antenna placement in our case)
on MIMO capacity by designingQ (and hence the linear pre-
coderF ) to maximize the deterministic capacity (9) for a given
antenna placement.

If the channel matrixH is known only to the receiver,
then as shown in [1], transmission of statistically independent
equal power signals each with a Gaussian distribution will be
optimal. In this caseQ = (PT /nT )InT

. In what follows we
will refer to this scheme as equal power loading.

A. Optimum input signal covariance

Writing JT as the singular value decomposition (svd)JT =
UT ΛT V †

T , then (9) becomes

C = log
∣∣∣InT + U †

T QUT T
∣∣∣,

whereT = ΛT Λ†
T is a diagonal matrix with squared singular

values ofJT (or the eigen-values of spatial correlation matrix
JT J†T ) on the diagonal.



The optimum input signal covarianceQ is obtained by
solving the optimization problem:

max log
∣∣∣InT

+ U †
T QUT T

∣∣∣
subject to Q º 0, tr{Q} = PT ,

tr{U †
T QUT T } = PT , (10)

where we assumedQ is non-negative definite (Q º 0).
The power constraint tr{Q} = PT ensures the total power
transmitted fromnT transmit antennas isPT and the second
power constraint tr{U †

T QUT T } = PT ensures the total
power assigned to effective modes at the scatter-free transmit
region is alsoPT .

Let Q̃ = U †
T QUT . Since UT is unitary, maximiza-

tion/minimization overQ can be carried equally well over
Q̃. Furthermore,Q̃ is non-negative definite sinceQ is non-
negative definite. Therefore, the optimization problem (10)
becomes4

min − log
∣∣∣InT

+ Q̃T
∣∣∣

subject to Q̃ º 0, tr{Q̃} = PT , tr{Q̃T } = PT . (11)

By applying Hadamard’s inequality on
∣∣∣InT

+ Q̃T
∣∣∣ gives that

this determinant is maximized wheñQT is diagonal [1].
ThereforeQ̃ must be diagonal asT is diagonal. SincẽQT
is a non-negative definite diagonal matrix with non-negative
entries on its diagonal,I + Q̃T forms a positive definite
matrix. As a result, the objective function of our optimization
problem is convex [19, page 73]. Therefore the optimization
problem (11) above is a convex minimization problem because
the objective function and the inequality constraint are convex
and equality constraints are affine.

Let q̃i = [Q̃]i,i and ti = [T ]i,i. Optimization problem (11)
then reduces to finding̃qi > 0 such that

min −
nT∑

i=1

log(1 + tiq̃i)

subject to q̃ º 0, 1T q̃ = PT , tT q̃ = PT ,

where q̃ = [q̃1, q̃2, · · · , q̃nT ]T , t = [t1, t2, · · · , tnT ]T and 1
denotes the vector of all ones. Introducing Lagrange multi-
pliers λ ∈ RnT for the inequality constraint−q ¹ 0 and
υ, µ ∈ R for equality constraints1T q̃ = PT and tT q̃ =
PT , respectively, we obtain the Karush-Kuhn-Tucker (K.K.T)
conditions

q̃ º 0, λ º 0, 1T q̃ = PT , tT q̃ = PT

λiq̃i = 0, i = 1, 2, · · · , nT

− ti
1 + tiq̃i

− λi + υ + µti = 0, i = 1, 2, · · · , nT . (12)

4Maximization off(x) is equivalent to minimization of−f(x).

Note thatλi in (12) can be eliminated since it acts as a
slack variable5, giving new K.K.T conditions

q̃ º 0, 1T q̃ = PT , tT q̃ = PT

qi

(
υ + µti − ti

1 + tiq̃i

)
= 0, i = 1, · · · , nT , (13a)

υ + µti ≥ ti
1 + tiq̃i

, i = 1, · · · , nT . (13b)

The complementary slackness conditionλiq̃i = 0 for i =
1, 2, · · · , nT states thatλi is zero unless thei-th inequality
constraint is active at the optimum. Therefore, from (13a) we
obtain optimumq̃i

q̃i =





1−µ
υ+µti

− υ
ti(υ+µti)

, ti > υ
1−µ ;

0, otherwise,

where υ and µ are constants chosen to satisfy two power
constraints

∑nT

i=1 max
(
0, 1−µ

υ+µti
− υ

ti(υ+µti)

)
= PT and

∑nT

i=1 ti max
(
0, 1−µ

υ+µti
− υ

ti(υ+µti)

)
= PT , and Q̃ =

diag(q̃1, q̃2, · · · , q̃nT
). Therefore, the optimum input signal

covariance matrixQ = UT Q̃U †
T . From (1), the linear spatial

precoder

F =
√

PT

nT
UT Q̃

1/2
U †

n,

whereUn is an arbitrary unitary matrix. Here we takeUn =
InT

.

B. Numerical Results

We now present numerical results to illustrate the capacity
improvements obtained from the spatial precoder derived in
the previous section. The performance of the precoder is
compared with the equal power loading scheme.

We consider a MIMO system withnT transmitter antennas
constrained within a scatter-free circular region of radius
rT = 0.5λ and a large number of uncorrelated receiver
antennas for a total power budget ofPT = 10dB. Fig. 1 shows
the capacity results for Uniform Circular Arrays (UCA) and
Uniform Linear Arrays (ULA) using the linear spatial precoder
F and equal power allocation schemeQ = (PT /nT )InT

for
increasing the number of transmitter antennas in the transmit
region. Also shown is the maximum achievable capacity from
the transmit region when all thenT antennas are placed
optimally such that the spatial correlation is zero between all
the antennas. In this case, the maximum achievable capacity
from the transmit region is given by [7, Eq. 35],

Cmax(rT ) = nsat(rT ) log
(

1 +
PT

nsat(rT )

)
, (14)

wherensat(rT ) = 2NT +1 is the antenna saturation point for
the region which also corresponds to the number of effective
modes in the scatter-free transmit region. In our case, from

5If g(x) ≤ υ is a constraint inequality, then a variableλ with the property
that g(x) + λ = υ is called a slack variable.



(4), nsat(rT = 0.5λ) = 11, which is shown by the vertical
dashed line in Fig. 1.
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Fig. 1. Capacity comparison between spatial precoder and equal power
loading (Q = (PT /nT )InT ) schemes for uniform circular arrays and
uniform linear arrays in a rich scattering environment with transmitter aperture
radius rT = 0.5λ and a large number of uncorrelated receiver antennas
(rR = ∞) for an increasing number of transmitter antennas. Also shown is
the maximum achievable capacity (14) from the transmit region.

It is observed that with the equal power loading scheme, ca-
pacity performance of both the UCA and ULA does not reach
the maximum achievable capacityCmax(rT ) from the region
as the number of antennas is increased. This is because both
the UCA and ULA do not optimally place the antennas within
the given region. Furthermore, with this scheme capacity is
saturated even beforenT approachesnsat for both antenna
configurations. In fact the capacity achieved with this scheme
corresponds to a region of smaller radius with optimally
placed antennas within. Let̃nsat(< nsat) be the new antenna
saturation point for a given antenna configuration. Therefore,
with equal power loading one cannot achieve further capacity
gains by increasing the number of antennas beyondñsat.

In contrast, spatially precoded systems give significant ca-
pacity improvements as the number of antennas are increased
beyond ñsat. For nT > 80, we see the capacity of the
precoded UCA system reachesCmax(rT ), which corresponds
to 1.2bps/Hz capacity gain over the equal power loading
scheme. In this case, spatial precoder virtually arranges the
antennas into an optimal configuration as such the spatial
correlation is zero between all the antenna elements. In the
case of precoded ULA, it requires a large number of transmit
antennas to achieveCmax(rT ). However, as we can see, the
spatial precoder still provides significant capacity gains over
the equal power loading scheme for anynT > ñsat. We also
observed that precoding does not provide significant capacity
gains for lower number of transmit antennas. This is mainly
due to the low spatial correlation between antenna elements
in the transmit array for lower number of antennas.

In the next section we compare the average power allocated
to modes in the transmit region for the two power loading

schemes we considered and follow with some analysis.

C. Transmit Modes and Power Allocation

Let x = [x1, x2, · · · , xnT
]T be the column vector of

baseband transmitted signals fromnT transmitter antennas
over a single signalling interval, then the signal leaving the
scatter-free transmit region along directionφ̂ is given by

Φ(φ̂) =
nT∑
t=1

xte
ikut·φ̂. (15)

As before, we consider a 2-D scattering environment, then the
2-D modal expansion of the plane waveeikut·φ̂ is given by
[20, page 67],

eikut·φ̂ =
∞∑

n=−∞
Jn(ut)einφ, (16)

whereJn(ut) is thespatial-to-modefunction (3),ut ≡ (‖ut ‖
, φt) location of thet-th transmitter antenna and̂φ ≡ (1, φ).
Substitution of (16) into (15), gives

Φ(φ̂) =
∞∑

n=−∞

nT∑
t=1

xtJn(ut)einφ, (17a)

=
∞∑

n=−∞
aneinφ, (17b)

wherean =
∑nT

t=1 xtJn(ut) is then-th transmit mode excited
by nT antennas. Note that sum (17b) in fact is the Fourier
series expansion of signalΦ(φ̂) with Fourier coefficientsan.
The average power allocated to then-th transmit mode is then
given by

σ2
n = E

{|an|2
}

=
nT∑
t=1

nT∑

t′=1

E {xtxt′}Jn(ut)Jn(ut′), (18)

where E {xtxt′} is the (t, t′)-th entry of Q. For the equal
power loading scheme, (18) simplifies to

σ2
n =

PT

nT

nT∑
t=1

J2
n(k‖ut ‖).

As described in Section II-A, the number of effective modes
excited by a spatially constrained antenna array is limited
by the size of the aperture and is independent of number of
antennas packed into the aperture. Fig. 2 shows the average
power allocation to the first 11 effective transmit modes for the
two antenna configurations considered in the previous section.
The results shown here are fornT = 80 andPT = 10dB.

In this work we assumed that the receiver has the full
knowledge of the channel matrixH = JRHSJ†T and the
transmitter has the knowledge of antenna configuration matrix
JT only. Since the scattering channel matrixHS is not known
to the transmitter, the maximum capacity will occur for equal
power allocation to the full set of uncorrelated transmit modes
available for the given region, i.e.,σ2

n = PT /(2NT + 1).
From Fig. 2, for both antenna configurations, equal power
loading scheme assigns different power levels to modes in
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Fig. 2. Average power allocated to each transmit mode for the UCA and ULA
antenna configurations, within a circular aperture of radius0.5λ. PT = 10dB
andnT = 80.

the transmit region, and as a result, both configurations fail
to achieve the maximum capacity available from the region
(Fig. 1). However, in the case of spatially precoded UCA,
precoder assigns equal power to all available modes in the
transmit region. In this case, precoder makes the transmitter
scatter-free matrix productJT J†T = I by correctly allocating
power into each transmit antenna and utilizes the full set
of uncorrelated communication modes between regions to
achieve the theoretical maximum capacityCmax(rT ). With
spatially precoded ULA, we see that lower order modes
(except the 0-th order mode) receive equal power while higher
order modes receive unequal power. However, for a large
number of transmit antennas, spatial precoder assigns equal
power to all effective modes in the transmit region and thus
achieves the theoretical maximum capacityCmax(rT ).

V. D ISCUSSION

In this paper, by considering the spatial dimension of a
MIMO channel we have derived a fixed linear spatial precoder
which eliminates the detrimental effects of non-ideal antenna
placement and improves the capacity performance of spatially
constrained dense MIMO systems. We also showed that unlike
the equal power loading scheme, with a large number of
antennas this spatial precoder is capable of achieving the
theoretical maximum capacity available for a fixed region
of space. Furthermore, numerical results suggest that spatial
precoding can provide significant capacity gains by adding two
to three more antennas in to the region than the number which
saturates the nonprecoded scheme. Since the design is based
on readily available antenna configuration details (antenna
spacing and placement), the precoder is fixed and transmitter
does not require any feedback of channel state information
from the receiver. This is an added advantage over the other
precoding schemes (or water filling strategies) found in the
literature. In reality wireless channels experience non-isotropic
scattering at both end of the channel. However, we observed

that this spatial precoding scheme still provides significant
capacity gains in the presence of scattering correlation, and
will be reported elsewhere.
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