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Abstract — In this paper, signal and interference
characterisation of Time Hopped Ultra Wideband
(TH-UWB) systems is considered. Some special
problems often neglected in theoretical studies are
discussed, such as the bound between nearfield
and farfield and the distortions of wave shape.
The transmitted TH-UWB signal is shown to be
a cyclostationary process, as is the interference
caused by TH-UWB signal on another (victim’s)
receiver. Further, the statistical properties of the
system output are investigated when the input is
cyclostationary process and when the system is
either linear time-invariant or a stationary pro-
cess independent of the input. To evaluate the
influence of interference, the standard method of
Power Spectral Density (PSD) is used. The re-
sult shows that the PSD of UWB interference
signal is made up of many discrete spectral lines.
Since the PSD measure, originating in harmonic
analysis, has been argued to be an inappropriate
tool to analyze transient signals like UWB, a new
method, focusing on the aggregate of time jitter,
is developed and tested.

I. Introduction

With the definition of relative bandwidth,

η = 2(fH − fL)/(fH + fL),

where fH and fL are the high and low frequencies mea-
sured at the −10 dB emission points, radio signals can
be classified into three types: ultra wideband (UWB),
broadband and narrowband, corresponding to η > 25%,
1% < η < 25% and η < 1%, respectively. For traditional
sinusoidal systems, the carrier will need to be very high to
maintain a low η if a broad signal bandwidth is required.
However, attenuation increases rapidly with frequency in-
creasing, and absorption caused by weather prevents the
use of frequency bands above 10GHz. Therefore, high
η systems seem to be the only choice when ultra broad
signal bandwidth is required.
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Since the UWB energy will be spread over the fre-
quency bands allocated to many other wireless systems,
it is a major problem to evaluate the mutual interference
and solve the satisfactory coexistence of UWB with other
systems. It is expected that UWB receivers could collect
enough power and protect them against the interference
from other systems according to the use of fast spread
spectrum techniques. To reduce the interference on other
systems caused by UWB, the critical design parameters
are: hopping Sequence, pulse shaping, chip and frame
period. Further, a low upper bound is imposed on the ra-
diated power of UWB system by regulatory bodies such
as FCC.

In this paper, we first highlight some important differ-
ences on the signal properties between UWB and conven-
tional sinusoidal systems, including the bound of near-far
field, the distortions of wave shape during propagation
and transformations. After verifying that TH-UWB sig-
nals and the interference against victim’s receivers caused
by TH-UWB signals are both a cyclostationary process,
we investigate the statistical properties of the output
when the input is cyclostationary process and the sys-
tem is either Linear Time Invariant (LTI) or a stationary
process independent of the input. Finally, interference
problem is determined based on the PSD method and
compared with the aggregate of time-jitter mothod.

II. System Model

UWB signals need not have their pulse shapes restricted
to Gaussian. However, due to its effective simultaneous
high time and frequency resolution, and wide usage in the
previous research, it is used in this paper too. A Gaussian
monocycle wave can be represented as below:

p(t) = A exp
(
− 0.5(t/σ)2

)
(1)

and its first derivative

p′(t) = 2At/σ2 exp
(
− 0.5(t/σ)2

)
(2)

For Time Hopped UWB systems, a transmitter’s signal
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is

s(t) =

∞∑

n=−∞
p(t− nTf − cnTc − dnTd) (3)

=

∞∑

n=−∞
δ(t− nTf − an)⊗ p(t) (4)

where cn ∈ [1, Nc] are the time hopping sequence, dn ∈
[1,−1] are the bits to be transmitted. Tc is chip length,
Tf is frame length and Td is a time offset of the pulse po-
sition modulation (PPM). A discrete stationary random
process an is defined as an = cnTc + dnTd and “⊗” rep-
resents operation of convolution. So the signal input to
the transmitter’s antenna can be regarded as the output
of a sequence of time-shifted Delta functions input to a
shaper p(t) .

When I transmitters are used, the aggregated signals
(due to multipath) in a receiver become

r(t) =

I∑

i=1

ri(t) =

I∑

i=1

K∑

k=1

gik(t)s(t− τik) (5)

where gik(t) are the channel fading coefficients and τik
are time delays.

III. Propagation of UWB Signals

Carrier Systems are mainly based on sinusoidal signals
that have the unique property of keeping their shape un-
changed during propagation and conversions (such as ad-
dition, differentiation, integration). This property sim-
plifies the process of analysis and design. On the con-
trary, without this property, non-sinusoidal signals used
in UWB add many extra problems while processing these
transformations. In some of the existing literature on
UWB, system models similar to traditional wireless sys-
tems are adopted to simplify analysis. However, those
results could lead to false conclusions because the models
are untested.

Next we examine how UWB differs from conventional
systems.

III.A. Antenna and Near-Far Field

It is well known that when the distance r between trans-
mitter and receiver is much larger than the wavelength
of the carrier signal, the receiver can be assumed to be
in the far field, and the electric field ~E at that point will
be the derivative of the current exciting the antenna. For
sinusoidal signals, the shape of waveform does not change
after derivation. In contrast, for the Gaussian wave, the
shape will change. What we argue and highlight here is
the location of the bound between far and near field where
the derivation or integration of the exciting current will
be involved, respectively. For the Hertizian dipole, the
following distance condition is derived to distinguish far
field from near field in [3]:

r2 � c2
∣∣
∫
s(t) dt

/
s′(t)

∣∣, for ~E(~r, t) (6)

where c is the speed of light in free space. This equation
follows from the fact that the electric field, ~E, in the near
field should be much larger than that in the far field.
When the current s(t) is sinusoidal, r � λ/(2π) can be
obtained. While for a Gaussian wave defined in (1), (6)
becomes

r � r0 =

√
1.25c2σ3 erf

(
(t−m)/(1.4σ)

)

(t−m) exp(−0.5(t−m)2/σ2)
(7)

where m represents the possible time jitter, and
texterf(·) is the error function. Fig. 1 is the sketch map
of (7), where σ = 2ns, m = 30ns, and the pulse is sup-
posed to be transmitted periodically with Tf = 200ns.
Only finite values in a period are shown (only when the
values of denominator are not zero). The figure high-
lights that far and near field is not well-defined since not
only the far/near fields vary with time, but also such a
r for far field could not exist for many indoor applica-
tions. The basic questions are: should we accept the
near zone where E should be proportional to the integra-
tion of current when we deal with UWB in those indoor
communications? Or we have to reconsider the definition
for determining the near field and far field?
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Fig. 1: Plot of (7), the bound of near/far field

III.B. Distortions of Wave Shape

Many distortions of shape could happen to UWB signals
during transmission, propagation and detection, as is ad-
dressed in [4]. These changes include nonlinear transfor-
mation, production of new pulses, and attenuation. To-
gether with multipath, these changes make it very hard to
describe such signals analytically and set up an adequate
channel model. Conventional optimal receiver techniques
using matched filters or correlators may be unsuitable for
these signals because of the changed waveform. Also, the
TH-UWB system with PPM will experience more diffi-
culties in the process of pseudo-noise code Acquisition,
Synchronization and detection than other spread spec-
trum techniques with less stringent time requirements.
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In this situation, the Cluster Model can be expected
to take an active role. Based on it, the channel charac-
teristic has been studied reasonably [1]. Similar to the
idea of the Cluster Model, the Tapped Delay Line (TDL)
model could be applied to the channel description, and
maximizing the signal/noise ratio should be an effective
metric when designing detection algorithm.

III.C. Channel, ISI and Frequency Selectivity

There is not yet an adequate indoor channel model for
UWB signal. But some properties on channel can be
confirmed which is helpful to the design of systems.

A periodic signal’s amplitude spectrum can be repre-
sented by the coefficients of its Fourier series. Fig. 2 shows
the discrete spectrum of un-modulated Gaussian peri-
odic signal and its derivative. The bandwidth of both
is as wide as several GHz. The coherence bandwidth
of channel is approximately the reciprocal of maximum
multipath delay, which is about 200ns given by some ex-
periments [1]. So the coherence frequency is much less
than the signal frequency and the channel is frequency
selective. But the relation between signal period Tf and
coherence bandwidth is still unclear, thus the assumption
of slow fading needs to be verified further.
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Fig. 2: Amplitude spectrum of periodic UWB signals

Since the maximum multipath delay is considerably
less than the signal duration, the channel introduces a
negligible amount of intersymbol inteference (ISI). So
UWB is a ISI-free system. This conclusion together with
frequency selectivity of the channel shows a distinct prop-
erty of UWB, because ISI and frequency selectivity are
generally bound together in a conventional wireless sys-
tem.

IV. Cyclostationary Process

Let i(t) =
∑∞

n=−∞ δ(n− Tf − an). Taking advantage of
the Fourier transformation to separate random variables,
we obtain the mean and autocorrelation functions:

E[i(t)] =
1

Tf

∞∑

k=−∞
E[e−jω0kan ] · ejω0kt (8)

φii(t, t− τ) =
1

Tf
2

∞∑

k=−∞

∞∑

l=−∞
ejω0[(k−l)t+lτ ]×

E[ejω0(kan−lam)] (9)

where ω0 = 2π/Tf .

It is obvious that both functions of i(t) are periodic
with Tf , and such a stochastic process is called cyclo-
stationary. With the definition of time-average autocor-
relation, we have

φ̄ii(τ) =
1

Tf
2

∞∑

l=−∞
ejω0lτ ×E[ejω0l(an−am)] (10)

and power spectral density

φii(f) =
1

Tf
2

∞∑

l=−∞
E[ejω0l(an−am)]× δ(f − l

Tf
) (11)

When a cyclostationary signal x(t) is input to a LTI
System h(t), it can be proved that the output y(t) is also
a cyclostationary process with

E[y(t)] =

∞∑

n=−∞
Fne

jnω0tH(nω0) (12)

φ̄yy(τ) =

∫

β

∫

α

φ̄xx(t, t− τ + α− β)h(α)h∗(β) dα dβ

(13)

φyy(f) = φxx(f) · |H(f)|2 (14)

If h(t) is a Wide Sense Stationary (WSS) random pro-
cess and independent of x(t), y(t) will be a cyclostation-
ary process too, and

E[y(t)] =

∞∑

n=−∞

(
Fn e

jnω0t E[h(t)] δ(nω0)
)

(15)

φyy(f) = 2φxx(f) · φhh(f) (16)

where

Fn =
1

Tf

∫ Tf/2

−Tf/2

E[x(t)]ejnω0t dt (17)

are the coefficients when E[x(t)] is expressed as a Fourier
series.

V. Evaluation of Interference of UWB Signal

V.A. PSD Method

A UWB signal s(t) can be regarded as the output of a LTI
system where the input signal is i(t), and system impulse
response is p(t). The Fourier coefficients for E[i(t)] are
Fk = 1/Tf E[e−jω0kan ]. According to the results in (12)-
(14), we obtain

E[s(t)] =
1

Tf

∞∑

k=−∞

(
E[e−jkω0an ] ejkω0t S(kω0)

)
(18)

φss(f) =
1

T 2
f

∞∑

l=−∞

(
E[e−jω0l(an−am)]

∣∣S(1/Tf )
∣∣2×

δ(f − l

Tf
)
)

(19)

This implies that the PSD of UWB interference signal
is made of many discrete spectral lines isolated by 1/Tf .
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This is similar to the amplitude spectrum shown in Fig. 2
where spectrum lines are separated by 2π/Tf . The ran-
dom time jitter caused by TH sequence and PPM will
influence the intensity, but will not eliminate all spectral
lines. However, it is possible to eliminate or reduce part
of spectral lines in some special part of the spectrum to
avoid interference by the careful construction of the TH
sequence.

Supposing Tc = 4Td, an will be uniformly distributed
on [3Td, (4Nc+1)Td], and time aliasing can be eliminated
completely. Fig. 3(a) shows PSD of two UWB signals.
The shapers are Gaussian wave and its first derivative.
Parameters are Td = 2ns, Nc = 10, Tf = 300ns, and
σ = 0.5ns. Fig. 3(b) highlights the individual spectral
lines over a limited range (0−0.28GHz) where the shaper
is the derivative of Gaussian. Under the assumption
above, E[e−jω0l(an−am)] is periodic and Fig. 3(c) shows
part of it. Then the interference problem can be evaluated
through the in-band interference power calculated from
the power spectrum samples over the victim receiver’s IF
bandwidth. It has reported that the interference is not
serious in the view of PSD [2].
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Fig. 3: PSD of UWB signals

With the results in Section IV, the statistical charac-
teristics of both signals after propagating in a stationary-
random-process-modeled channel and the interference
power in the output of optimal detectors can be obtained.
However, it is argued that the PSD measure, originat-
ing in harmonic analysis and relating to autocorrelation
function, is an entirely inappropriate measure of transient
signals like UWB [5]. At the same time, the phase infor-
mation corresponding to the time jitter position, which
takes a key role in describing the UWB signal, disap-
pears in PSD method. Actually, it is known that the per-
formance of a Direct Sequence Spread Spectrum (DSSS)
system in the presence of pulsed interference is extremely
poor where the pulsed interference is defined as the jam
caused by pulses of spectrally flat noise that covers the
entire signal bandwidth [7]. A single UWB signal just
looks like that interference. What is worse, its duty cycle

is so small that the peak power could affect the victim’s
signal more seriously. Fortunately, as we will see below,
the influence by the aggregated signals of some UWB
transmitters seems to be less serious in regard to pulsed
interference.

V.B. Effect of Random Time Jitter

The interference caused by different transmitters could be
assumed independently and identically distributed (i.i.d).
According to the Central Limit theorem [6], if the number
of UWB transmitters, I , is larger enough, the aggregate
of interference will resemble the AWGN from the stand-
point of most present victim receivers. Unfortunately, I
is always small in UWB’s typical multiple access appli-
cation. Besides, since periodic UWB signals can only be
expressed as the form of summation rather than com-
pact sinusoidal functions where the period is hidden in
the form of ejωt+ϕ0 , the precise distribution of (5) is even
unable to be derived because of the complicated forms of
the high-order moments and the characteristic function.
So instead of calculating the Probability Density Func-
tion (PDF) of amplitude, we will discuss the aggregated
“phase” distribution and its influence.

In one period, time jitter for ith transmitter’s signal
is ji = ai + τi, where τi is multipath delay. I transmit-
ters’ signals can be assumed i.i.d. Unlike the phase in
sinusoidal, time jitter for I UWB transmitters can not be
summed up directly. A new continuous random variable
θi, representing the start of time-of-arrival of ith trans-
mitter’s signal, needs to be added to ji. Then, in any
point concerned, the aggregated time jitter of all I trans-
mitters is

ϕ =

I∑

i=1

ϕi =

I∑

i=1

(ai + τi + θi) (20)

The PDF of ϕ is f(ϕ) = ⊗Ii=1f(ϕi), which means con-
volution from f(ϕ1) to f(ϕI ). Multipath time delay τi
should be a discrete random variable if the TDL model is
adopted or the Poisson model is used. For convenience,
it is supposed to be a continuous random variable uni-
formly distributed on [0, Tm] and θi uniformly distributed
on [0, Tf ]. It makes sense if many new pulses are produced
during propagation. The distribution of ai and other vari-
ables are the same with those in Section V.A. Fig. 4(a)
shows f(ai) and f(ai + τi). Fig. 4(b) is the convolution
of 4 transmitters’ time jitter distribution. It spreads over
some periods. So the aggregated time jitter distributions
for one period will be the sum of samples over f(ϕ) in
the duration of Tf , as shown in Fig. 4(c). We find that
when the number of transmitters is larger than 4, the un-
balanced time jitter in a period caused by ai has been
smoothed and ϕ is approximately uniformly distributed
in a period. It implies that interference caused by ag-
gregated UWB signal appears evenly in the whole time
domain. Thus the aggregated interference will have a
short period, that is, high duty cycle, and the position of
pulses could be considered to be regular and known. So
it is much different from pulsed interference and will be
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a continuous wave in ideal situation. It has to be stated
that this conclusion is drawn under some ideal assump-
tions. In reality, the situation could be a little different
since τi and θi could not be continuous and uniformly
distributed when I is small.
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Fig. 4: PDF of aggregated UWB signals’ time jitter

VI. Conclusions

UWB signals exhibit quite different characteristics from
traditional sinusoidal transmission systems. Some char-
acteristics may influence the effectiveness of conventional
analysis and design methods particularly in regard to the
near-far zone problem and the optimal receiver. Studying
the signal characteristic is a direct way to find out how
to transplant existing analysis and design techniques from
high-level perspective.

The UWB interference problem was evaluated using
the methods of PSD and time jitter in this paper. Anal-
ysis of PSD is a general but inaccurate and incomplete
method for UWB as pointed in Section V.A. But it still
provides important information and can direct the de-
sign of UWB system. The result of time jitter analysis
shows the interference of aggregated UWB signals can be
regarded as uniformly distributed and will not influence
wireless systems so seriously as pulsed interference.

During the research, we also find the Gaussian wave
maybe not the most suitable pulse in the view of analysis.
A complete wave series with periodic information implicit
in compact expression is preferable.
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