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Abstract

While active vision is a relatively new approach

to computer vision, it o�ers impressive com-

putational bene�ts for scene analysis in realis-

tic environments. This paper describes a novel

camera platform for the real-time, real-world

application of active vision in robots. Require-

ments for performance are presented as are the

�gures actually achieved, along with an alter-

native, task-based method of specifying active

visual system abilities. Details of the platform's

cable drive transmission mechanism are pro-

vided as well as the advantages given by this

scheme. Finally, research directions involving

this platform are discussed.

1 Introduction

An important decision in the design of an autonomous

robotic system is the choice of sensory mechanism(s) to

be employed. The robot must be able to gather data

from its environment which is both of adequate content

and in a su�ciently timely fashion for it to make the

decisions necessary for task-oriented behaviour. For the

purposes of our research, the tasks are individual and co-

operative mobile and manipulative robotics in the real

world, and the time constraint is that the robots perform

these tasks in real time.

We de�ne real time as a time period commensurate

to the rate of change of the environment, so appropriate

sensory and processing resources must be selected with

this in mind. The real world itself is an unstructured,

possibly cluttered, dynamic environment which extends

beyond sensor range. A robot operating in the real world

must therefore be equipped with mechanisms to �xate

its attention on that which is important within the time

frame of its relevance, while simultaneously disregarding

background irrelevancies. Attention should be directed

at what can loosely be de�ned as \interesting items".

Certain objects and locations are \interesting" in that

they may be useful to the completion of goal-directed

behaviour, and other agents that may be present are

\interesting" because it is their interaction with the en-

vironment that causes it to be dynamic.

The sensory system must therefore be capable of shift-

ing focus to the location of something interesting and

tracking it if it is moving. In addition, as the environ-

ment is large, the robot must be able to use the means

at its disposal, such as mobility, to extend its �eld of

awareness via searching behaviour. We believe that all

these requirements point strongly towards the use of vi-

sion as the primary source of sensory input. More specif-

ically, we refer to a recently emergent computer vision

methodology, active vision[Ballard 1991], processed at

video frame rate (30 Hz).

This technique provides at the least saccade and

smooth pursuit, as well as being capable of such be-

haviours as opto-kinetic reex1 and vestibulo-ocular

reex2 given su�cient processing power, and so we feel

that it is eminently suitable to satisfy the constraints as

de�ned. We have therefore designed a new, modular,

high-performance camera platform for real-time active

vision. In this paper we describe our design and explain

the reasons for our particular approaches with respect to

the wide area of operations that we envision for it. We

also provide performance speci�cations for our system

and discuss intended and possible applications for it in

�eld and experimental robotics.

2 Design Principles

The fundamentals of our design have been heavily inu-

enced by the mechanics of the human visual system. The

human eye achieves extraordinary performance through

its low weight and inertia and its use of muscles for ac-

tuation. Muscles are themselves lightweight, have high

1Using optical ow to stabilize images and maintain �x-
ation when experiencing unpredictable motion, for example
motion due to the environment.

2Using proprioceptive information to hold the gaze point
while the head or body is moving with respect to the target.



acceleration and do not su�er from the common prob-

lem encountered in active head design whereby each

degree of freedom requires su�ciently powerful actu-

ators to move all previous degrees of freedom includ-

ing their actuators. This has previously led to large,

heavy, over-engineered camera platforms[Pahlavan and

Eklundh 1992] or systems with reduced degrees of free-

dom such as coupled vergence[Clark and Ferrier 1993].

Other research laboratories engaged in active vision have

shown that it is possible to build high performance

heads using this traditional incrementally dependent

con�guration, but by incurring corresponding disadvan-

tages in cost, complexity or weight[Sharkey et al. 1993,

Kuniyoshi et al. 1995]. We have found that by relocat-

ing the motors to a �xed base and thereby minimising

the active component to a small, low-inertia `eye', we

can achieve acceptably high performance without such

signi�cant penalties. This is therefore the major guiding

principle for our design, among several other important

issues which have inuenced our project, the complete

list of which is as follows:

1. High level of performance via a cable drive system

which does not require any motors to be moved

about an axis. The actual performance which we

consider to be acceptable is elaborated on in a later

section, as is a description of the cable drive sys-

tem itself, but is based on the necessity for useful

real-time operation of the mechanism.

2. Light weight, both of the moving components in or-

der to minimise inertia, and of the overall system in

order to ensure its suitability for applications where

weight is a factor, such as mounting on a manipu-

lator or small mobile robot.

3. Modularity of the visual apparatus, to enable the

construction of specialized seeing systems composed

of single or multiple active camera platforms. It is

with this concept in mind that we have modeled our

design as a single `eye' with independent pan and

tilt. Although this con�guration su�ers from the

need to ensure that the tilt movement is precisely

matched between cameras in a standard vertically

aligned stereo setup[Murray et al. 1993], this disad-

vantage is su�ciently correctable within the control

strategy and it was felt that the di�culty was out-

weighed by the exibility and reusability o�ered in

the modular design.

4. The ability to detect and process visual informa-

tion in colour. Our robots are expected to perform

tasks in environments involving humans, and indeed

many of those tasks may depend on interactions

with the humans. It has been demonstrated that

colour information is a valuable cue for detecting

and interpreting the actions of humans (see for ex-

ample [Appenzeller et al. 1997a]), so we deem it

essential that our system be equipped with colour

video cameras.

5. Easy recon�gurability of the active platform. It can

be useful in both experimental and �eld situations

to be able to recon�gure the visual system with a

minimum of e�ort and disassembly. For example,

some scene analysis tasks may require a wide �eld of

view, while others may bene�t from a narrow, high-

resolution image stream, so we have designed our

system to accept standard C-mount lenses which are

easily attached by hand. Also, the single indepen-

dent camera design allows quick adjustment of the

imaging geometry in a multi-camera arrangement,

for instance the interocular (baseline) distance, by

simply moving the camera setups.

6. Low cost and standard components have been se-

lected wherever possible to maximise a�ordability

and ease of parts replacement, both of which are

bene�cial to laboratory and �eld operations alike.

Several aspects of the mechanism have been specif-

ically designed to avoid the use of specialized com-

ponents. For example, the large reduction on the

drive mechanism enables us to avoid the use of high-

precision encoders on the motor shafts in order to

obtain the necessary angular resolution of the cam-

era movement, and the inclusion of all reduction

within the backlash-free cable drive removes the

need for expensive or di�cult solutions to gearbox

backlash.

3 Performance Speci�cations

The performance �gures traditionally reported for ac-

tive vision systems consist of maximum angular veloc-

ity, maximum angular acceleration, angular resolution

and axis range. While the latter two are highly relevant,

we consider the others to be not especially useful in that

they do not detail any form of speci�c task competency.

We therefore propose four additional speci�cations for

an active vision system which not only involve the speed

and acceleration of the axes but also express the usage

intention of the system in the form of a functional re-

quirement (Table 1).

Our platform achieves these values in order to satisfy

constraints related to its desired abilities with respect to

its intended visual input, 30Hz RS-170 interlaced video.

The maximum allowable full-speed saccade time was

required to be 0.18 seconds, which would allow the cam-

era to perform up to three 90-degree saccades, each pre-

ceded by four target location video frames and succeeded

by one stabilization video frame, per second. The four

target location frames can be used to feed motion de-

tection algorithms which require multiple consecutive



Minimum time for 90-degree

saccade in pan 0.15s

Minimum time for 90-degree

saccade in tilt 0.15s

Maximum pan angle change achievable

from stationary start to stationary stop

within the time of one video frame 15�

Maximum tilt angle change achievable

from stationary start to stationary stop

within the time of one video frame 15�

Table 1: Task-oriented performance speci�cations of the
camera platform

frames of input and/or to perform matching and error

checking of the saccade destination versus the desired

target. Slightly more than �ve video frames are cap-

tured during the saccade itself. Although the interlaced

video will cause extreme motion blur in the full frames,

if appropriate processing resources are available single

interlaces can be used to segment scene motion from ego-

motion via an optical ow calculation. The extra por-

tion of video frame is the start of the stabilization frame

which may be discarded. Our system's performance ex-

ceeds this requirement, having a full-speed saccade time

of 0.15 seconds.

The minimum allowable full-speed stop-to-stop angu-

lar change within one video frame was required to be 15

degrees, which equates to the ability to predictively track

an object moving past the cameras at up to four metres

per second at a distance of one metre, using an image

processing system which is not capable of computing op-

tical ow and hence must stop and discard every second

frame due to egomotion blur before visually reacquiring

the target. If the system is equipped with the capacity

for segmenting scene motion from egomotion then the

predictive tracking speed will of course be much higher.

Note that while our system's �gures for these new

speci�cations are the same for both pan and tilt, they

need not necessarily be if increased or reduced perfor-

mance for an axis was necessary to ful�l a special re-

quirement or cope with a design constraint. We have

therefore included the separate description style as a

guide for other researchers who may wish to use them.

The abilities of our platform expressed in the traditional

performance metrics, along with our values for angular

resolution and axis range, are given in Table 2.

The angular resolution has been selected with the aim

of allowing the platform to perform meaningfully small

camera movements with a wide variety of lenses, includ-

ing those having foveal �elds of view. For example, a

six degree fovea occupying a full RS-170 video frame has

a resolution of 0.0117 degrees per pixel in the horizon-

Speci�cation Pan Tilt

Maximum velocity 600�s
�1

600�s
�1

Maximum acceleration 72000�s
�2

72000�s
�2

Angular resolution 0:01� 0:01�

Axis range 120� 180�

Table 2: Standard performance speci�cations of the camera
platform

tal axis and 0.0124 degrees per pixel in the vertical axis.

Thus the 0.01 degree angular resolution of our appara-

tus allows single pixel movements in both pan and tilt

for even such narrow angle or zoom lenses.

4 Drive System

For the actuation mechanism of our platform we have

selected a cable drive scheme of a type that has shown

much promise in robotic applications such as manipula-

tor arms[Townsend and Salisbury 1993] and other active

vision systems[Brooks and Stein 1993]. Without going

into excessive detail, the cable drive principle involves

the transferral of power from the motor to the �nal mov-

ing component via a series of cable-wrapped pinions and

pulleys. The cables are �xed at both ends and rely on

the wrapping friction to turn the intermediate drive train

components. The cables used are 1.17mmdiameter 343-

core steel cables which have high levels of strength (77kg

breaking tensile) and exibility, while retaining insignif-

icant elasticity and appropriate friction characteristics.

This is su�cient to ensure that no issues of compliance

or slipping arise.

The cable drive transmission confers several signi�cant

bene�ts upon our design:

� No backlash is contributed to the mechanism. For

standard, low-cost gear mechanisms backlash is sig-

ni�cant when compared to the desired angular res-

olution in this case. Cable drives obviate the need

for performance compromises or expensive solutions

to backlash problems.

� Cable drives impart low friction to the reduction

scheme. Speci�cally, they are free from the friction

created by the tooth meshing in a geared arrange-

ment. For a design such as ours, where the motors

have been moved away from the actuated compo-

nents via a drive train, it is advantageous to avoid

this in order to achieve the high accelerations re-

quired with relatively small motors.

� The low friction property of cable drives also pro-

vides advantages in that they are suitable for rapid

motion without needing any special lubrication

scheme. A common low-backlash alternative which

was considered, the harmonic drive gearbox, proved



Figure 1: Front view of the camera platform showing the
cable bevel gear

inadequate due to its inability to be e�ectively lu-

bricated at such speeds.

� They are free from problems with compliance that

may occur with mechanisms such as belt drives or

certain types of gears. Again, the precision of an-

gular resolution required for our application makes

this important.

� Cable drives are a relatively low cost method of con-

structing an experimental system. While the cables

are a specialized component, they are not particu-

larly expensive relative to many robotic components

and the machining of parts required is not especially

complicated.

� Damage to the mechanism is uncommon as the

most likely failure mode is cable breakage, which

is the least costly component and the easiest to deal

with as it need simply be replaced and retensioned.

Other alternatives such as geared systems can incur

unpleasant levels of downtime and expense in the

event that they are stripped or otherwise incapaci-

tated.

The drive mechanism for our system consists of two

separate cable drive trains, one for each of pan and tilt,

coupled at one point near the camera. The coupling is

in the form of a cable bevel gear inspired by the one

presented in[Townsend 1988], and this makes it possible

for both motors to remain stationary during movement

about both axes. The pan motor is connected to a pinion

Figure 2: Rear view of the camera platform showing the
pinion of the tilt drive mechanism

which winds a cable onto a larger drum to provide speed

reduction. This drum is connected to the vertical wheel

of the bevel cable gear, which is a complete circle. The

tilt motor also drives a pinion which winds a larger drum

portion, onto which are attached the immobile camera

mount holders. On the camera mount itself, which is

free moving, is the horizontal wheel of the bevel cable

gear. This wheel is semicircular in order to provide a

larger radius without adding excessive weight.

Figure 3: Cutaway rear view of the camera platform with
the tilt wheel removed, showing the pinion of the pan drive
mechanism

As the system is coupled here at the bevel system, pan

motion can be achieved by driving the pan motor alone,

but it is necessary to drive both motors when performing

a tilt motion. There is no di�erence in performance be-

tween axis motions other than power consumption and

the number of parts that move, so we have chosen pan

as the single motor axis mainly because we expect most

watching and tracking applications to explore more fre-

quently in the horizontal than the vertical directions.

However, if this is not the case, due to the modular na-

ture of this system it is a simple matter to swap the axes



by rotating the apparatus ninety degrees.

5 Cameras And Lenses

Our design demands a compact colour video camera of

the type common in medical and industrial imaging,

consisting of a small, lightweight head and an o�-board

video converter. We selected the Panasonic GP-KS1000

system (Figure 4), but our mechanical design is of course

compatible with any of the other similar microcamera

packages available. Not including lenses, the camera

head of this particular system has a diameter of 17mm

and a length of 42mm, weighs 20g and contains a sin-

gle 1/2" CCD of 900,000 pixels. It produces full colour

output as either separate RGB channels, composite, or

Y/C (S-Video). We are using the RGB output of this

camera for our colour image processing applications as

the colour information is of considerably higher quality

than that contained in a composite signal. The camera

also both outputs and accepts an external sync signal,

which is essential for any project such as this involving

stereo applications.

Figure 4: Panasonic GP-KS1000 colour microcamera

We have �tted our camera with a C-mount adaptor

to enable us to �t any lens having this standard �x-

ture. This provides the visual system with access to

many o�-the-shelf varieties, rather than the handful of

lenses equipped with the camera's proprietary micro-

mount that are available from the manufacturer. We

are currently using three lenses, with �elds of view of 33

degrees, 63 degrees and 108 degrees in the vertical di-

rection (the horizontal view is somewhat wider), which

gives us an adequate range of choice from detailed and

linear images to comprehensive but somewhat distorted

views.

6 Processing Hardware

At present our image processing is performed by a

MaxTD system fromDataCube, consisting of one each of

their MaxVideo 200 and DigiColor boards in a VME rack

controlled by a MC68040 running the LynxOS real-time

kernel (Figure 5). The DigiColor is used to acquire 24-

bit colour through separate analog RGB colour inputs,

which is then fed to the MV200 via MaxBus for such

operations as �ltering, motion segmentation and feature

matching. Due to limitations inherent in the pipelined

architecture we will be adding additional processing re-

sources of di�erent types in the near future.

Motor control is provided by a single Motion Engineer-

ing PCX/DSP3 eight-axis programmable motion con-

troller board. We have chosen to use a PCI-bus DSP

system due to the fact that PCI-based architectures are

rapidly becoming not only cheap and ubiquitous but ca-

pable of levels of performance approaching that suitable

for real-time vision-based applications. Although a sin-

gle installation of our vision platform requires only two

axes of motor control, the use of an eight-axis card al-

lows the control of up to four active eyes, or a binocular

stereo head and a three degree-of-freedom neck, with the

single board. We think it is advantageous to have such

exibility, especially in circumstances where a limited

number of PCI slots is available, for example if PCI-

based image processing hardware was also being used on

a mobile robot with a self-contained computing system

such as our Nomad 2004.

Pentium
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Bus

MC68040/LynxOS

MaxVideo 200

DigiColor
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Figure 5: Processing architecture of the active vision system

3A trademark of Motion Engineering Inc.
4A trademark of Nomadic Technologies Inc.



7 Applications

Due to the modular and recon�gurable nature of this de-

sign, we envisage a range of applications for it in several

distinct arrangements. Our laboratory intends to pur-

sue and conceive projects involving active vision in the

following areas:

� Single camera

We are currently commencing an autonomous sub-

mersible project which we intend to equip with a

single active visual sensor. The submarine is ap-

proximately one cubic metre in size and will carry

all its navigation, movement and processing equip-

ment on board, so a small and lightweight visual

system that is able to direct attention to the envi-

ronment from within an observation cupola is ad-

vantageous. We feel that a monocular active vision

system is appropriate for the visual servoing tasks

which this submersible will be required to perform.

� Binocular stereo

A primary goal of our laboratory is to conduct re-

search towards autonomous mobile robots equipped

with manipulators, operating in and interacting

with the real world. Inspired by biological systems,

we intend to use active, binocular stereo vision as

the primary sensor scheme for these robots. Stereo

brings with it signi�cant advantages for a terrestrial

mobile system such as depth perception and resis-

tance to occlusion, and the light weight and high

performance of our camera platform make it ideal

for use on even relatively small robots or the manip-

ulator arms themselves. In addition, we have sev-

eral ongoing projects in human-robot interaction for

which we plan to capitalize on the superior tracking

and distance estimation abilities of active binocular

stereo.

� Multiple independent

Passive observation or monitoring of an area has

always been an application for vision sensing sys-

tems, but recent work in arti�cial intelligence has

suggested the concept of an active space, having

the ability not only to perceive the behaviour of the

agents within it but also to perform functions to as-

sist these agents in their activities (e.g. [Torrance

1995, Appenzeller et al. 1997b]). The fundamental

visual task of tracking humans and robots within

the space now requires much more detailed inter-

pretation of their position, orientation and actions.

A visual system designed for high performance de-

tection of relevant occurrences followed by direction

of attention to and tracking of that activity is desir-

able for providing detailed, reliable data about the

requirements of the occupants. We envision mul-

tiple installations of our platform situated as inde-

pendent observation stations around such an active

space.

8 Conclusion

We have presented a novel pan-tilt camera unit which

has high performance and is of modular design. We have

explained how active vision as a sensing technique �ts

into the philosophy and requirements of our laboratory,

and have discussed the current and potential robotic ap-

plications we have in mind for the mechanism we have

constructed. We are currently developing algorithms for

tracking, motion analysis, skin colour segmentation and

saccade map learning for use with the hardware, and

expect to have results of this intensive experimentation

with the system shortly.
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