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ABSTRACT 

Multimodality is a key issue in robust human-
computer interaction. The joint use of audio and 
video speech variables has been shown to improve 
the performance of automatic speech recognition 
(ASR) systems. However, robust methods in 
particular for the real-time extraction of video 
speech features are still an open research area. This 
paper addresses the robustness issue of audio-video 
(AV) ASR systems by exploring a real-time 3D lip 
tracking algorithm based on stereo vision and by 
investigating how learned statistical relationships 
between the sets of audio and video speech variables 
can be employed in AV ASR systems. The 3D lip 
tracking algorithm combines colour information 
from each cameras’ images with knowledge about 
the structure of the mouth region for different 
degrees of mouth openness. By using a calibrated 
stereo camera system, 3D coordinates of facial 
features can be recovered, so that the visual speech 
variable measurements become independent from 
the head pose. Multivariate statistical analyses 
enable the analysis of relationships between sets of 
variables. Co-inertia analysis is a relatively new 
method and has not yet been widely used in AVSP 
research. Its advantage is its superior numerical 
stability compared to other multivariate methods in 
the case of small sample size. Initial results are 
presented, which show how 3D video speech 
information and learned statistical relationships 
between audio and video speech variables can 
improve the performance of AV ASR systems. 

1. INTRODUCTION 

It is widely accepted these days that the addition of 
visual speech information improves the recognition 
rate of an ASR system significantly, in particular in 
environments with acoustic noise [1]. The series of 
AVSP conferences is testament to the development 

of our understanding of the underlying processes in 
AVSP in humans and of the application of that 
knowledge to AV ASR systems. However, despite 
the advances in recent years, we still need to 
improve the robustness of such systems before they 
are ready to be used in everyday environments, such 
as homes and cars. While much research has been 
done on audio speech signal processing, the quest 
for robust and real-time methods for automatically 
processing visual speech information is still ongoing 
research. In this paper, a real-time 3D lip tracking 
algorithm based on stereo vision is explored. Given 
the decreasing cost for cameras, stereo camera 
systems are feasible in many situations these days. 

Another open research area is the issue of how var-
iables from different modalities are related to each 
other. Questions such as which variables or combin-
ation of variables in each modality are related to 
variables or combination of variables in the other 
modality arise. The machine learning approach 
assumes that, given enough training samples, the 
relationships can be learned from the data. In this 
paper, the multivariate statistical method of co-
inertia analysis is investigated and applied to AVSP 
[2]. It has better numerical stability properties than 
other methods, in particular for small sample sizes. 

The rest of this paper is structured as follows. 
Section 2 describes the details of the 3D lip tracking 
algorithm. Section 3 gives an overview of the AV 
speech data corpus used for the experiments. In 
Section 4, co-inertia analysis is described. Section 5 
outlines the experiments and presents the ex-
perimental results. Finally, Section 6 presents the 
conclusions and outlines future work. 

2. STEREO VISION 3D LIP TRACKING 

A calibrated stereo camera system allows the 
reconstruction of 3D coordinates, because depth 
information (distance from cameras to object) can 
be recovered from the stereo disparity. Applied to 
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facial feature tracking, and in this instance lip 
tracking, it has the advantage that 3D coordinates of 
lip feature points can be measured irrespectively of 
the head pose. Conventional single camera systems 
measure only 2D image coordinates without 
separating head pose-related effects from facial 
movements (Figure 1). 

  
Figure 1.  Examples from the AVOZES data corpus showing 
different head poses which would impact on 2D lip tracking. 

Our real-time 3D lip tracker builds on top of a real-
time stereo vision face tracking system, which 
enables non-intrusive tracking of facial features. No 
facial markers or special make-up are required, yet 
the system achieves a high degree of accuracy. 
These properties are highly desirable in an AV ASR 
system, because artificial tracking aids pose the risk 
of inhibiting the speaker from speaking naturally. 

  
Figure 2.  Left: Stereo camera pair. Right: Stereo camera output 
multiplexed into one video frame at half the vertical resolution. 
Small rectangles show the templates used for head tracking, 
while the large rectangle shows the mouth region used in the 3D 
lip tracking algorithm. 

The head tracking system is based on template 
matching using normalised cross-correlation and is 
able to track the person's movements at video frame 
rate. The system consists of two calibrated standard, 
colour analog NTSC video cameras (Figure 2, left). 
The camera outputs are multiplexed at half the 
vertical resolution into a single 512x480 image 
(Figure 2, right). Details can be found in [3]. 

The 3D lip tracking algorithm is applied to the 
mouth regions in each camera’s image which are 
automatically determined during the head tracking 
based on the head pose (Figure 2, right). The 
algorithm combines colour information from the 

images with knowledge about the structure of the 
mouth region for different degrees of mouth 
openness. For example, in an open mouth, we often 
expect to see teeth, so we can specifically look for 
them to improve the robustness of the lip tracking. 

Measuring the 3D coordinates of certain feature 
points on the inner lip contour leads to a variety of 
parameters describing the shape of the lips in 3D. 
From just 4 feature points — the lip corners as well 
as the midpoints of upper and lower lip — 3D 
measures such as mouth width, mouth height, and 
lip protrusion can easily be determined. The inner 
lip contour was preferred over the outer lip contour 
for a number of reasons. Firstly, people differ in the 
generic shape of their lips. Some people have 
thicker lips than others, some have stronger pro-
trusion (in the rest state) than others. Extracting the 
outer lip contour would mean that such personal 
characteristics influence the measurements, while 
the inner lip contour can truly be considered as the 
final boundary of the vocal tract. Hence, inner lip 
contour measurements are better suited for the 
investigation of relationships between audio and 
video speech parameters. Secondly, the difference 
between lip colour and the surrounding facial skin 
can be quite small. Many lip tracking methods have 
difficulty in coping with this lack of contrast, if 
employed on tracking the outer lip contour. 
Furthermore, facial hair affects the visibility of the 
outer lip contour. Given the different appearance of 
the oral cavity, the inner lip contour does not suffer 
from these problems. 

2.1 A THREE-STEP ALGORITHM 

The lip tracking algorithm is a three-step process. 
The first and second steps are applied separately to 
both the left and right camera images. Once the 2D 
image positions of the lip corners in both views are 
known, their 3D positions can be calculated. This is 
called solving the point correspondence problem 
and incorrectly identified correspondences lead to 
incorrect 3D coordinates. As the mouth shape is 
changing rapidly during speech, static methods such 
as template matching do not work well. Therefore, a 
combination of colour information and structural 
knowledge is used. 

The first step determines the general degree of 
mouth openness. The lip tracking algorithm must be 
able to handle mouth shapes during speech ranging 
from a completely closed mouth to a wide open 
mouth. No single image processing technique would 
give good results for all possible mouth shapes. By 
pre-classifying mouth shapes into one of three 
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categories based on mouth openness (closed, 
partially open, wide open), specific techniques 
individually targeted at each category can be applied 
to give better results. 

In the second step, the lip corners are found. Here, 
the a priori knowledge about the structure of the 
mouth area becomes useful. For example, if the 
mouth is closed, teeth will not be visible, so the 
shadow line between upper and lower lip is the 
outstanding feature. Various definitions of what 
constitutes the inner lip contour of a closed mouth 
are possible. In this study, the shadow line between 
the lips was considered to be part of the inner lip 
contour. Therefore, the algorithm looks for this line. 
When the mouth is open, it is very likely that either 
or both the upper and lower teeth are visible, so the 
algorithm looks for them as well as for the oral 
cavity. By tailoring the algorithm in this way to fit a 
particular situation, more accurate results can be 
obtained than from a general-purpose, ‘one-size-fits-
all’ algorithm. The result is then used in the third 
and final step, in which the positions of the lip 
midpoints are determined. Figure 3 shows the 
detailed steps of the algorithm. 

3. AVOZES DATA CORPUS 

The AVOZES (Audio-Video OZstralian English 
Speech) data corpus is used in our experimental 
work [4]. AVOZES is the first audio-video speech 
data corpus for Australian English (AuE) and it is 
available at [5]. The data corpus is also novel in that 
the stereo camera system described in Section 2 was 
used for the video recordings. To the best of our 
knowledge, no other AV speech data corpus with 
stereo video is available. 

The design of the AVOZES data corpus follows a 
modular framework [6] proposed in which is also in 
accordance with the design methodology proposed 
in [7]. A modular approach, where each module 
contains certain sequences, allows for extensibility 
in terms of the various factors that need to be 
addressed in corpus design [6][8]. In summary, the 
framework suggests that any AV speech data corpus 
contains three mandatory modules as a minimum, 
which cover the recording setup without and with 
speakers, as well as the actual speech material 
sequences which should contain the phonemes and 
visemes of a language. Additional optional modules 
can be added to cover specific issues, e.g. different 
view angles, different levels of illumination or 
acoustic noise. The AVOZES data corpus has a total 

of six modules - one general module and five 
speaker-specific modules. These six modules are: 

• 
• 
• 

• 

• 

• 

the scene without any speaker; 
the scene with speaker, head turning; 
‘calibration sequences’ exhibiting 
horizontal and vertical lip movements 
during speech production; 
CVC- and VCV-words in a carrier 
phrase covering the phonemes and 
visemes of AuE; 

the digits “0”-“9” in a constant carrier 
phrase; and 
three sentences as examples of 
continuous speech. 

The CVC- and VCV-words form the core part of the 
corpus and were also used for the experiments 
presented here. Each utterance was recorded once. 
Recordings were made in clean audio conditions. 

AVOZES currently contains recordings made from 
20 native speakers of AuE (10 female + 10 male 
speakers). Six speakers wear glasses, three wear lip 
make-up, two have beards. At the time of the 
recordings, these speakers were between 23 and 56 
years old. The speakers were tentatively classified 
into the three speech varieties of AuE (broad, 
general, cultivated) by the recording assistant, which 
created groups of 6 speakers for broad AuE, 12 
speakers for general AuE, and only 2 speakers for 
cultivated AuE. While this distribution approx-
imately reflects the composition of the Australian 
population in terms of accent varieties, it should be 
noted that individual groups are not gender 
balanced, and that their size is small for statistical 
analyses on an individual group basis. It is also 
worthwhile to remember that the accent varieties are 
not discrete entities, but rather span a continuum of 
accent variation, so that some classifications 
represent a best estimate. 

4. CO-INERTIA ANALYSIS 

Multivariate statistical analyses deal with data 
containing observations of p variables measured on 
a set of n objects. In the AVSP, the measured audio 
and video speech parameters form the variables, 
which are measured on the set of phonemes. Some 
multivariate analyses, such as canonical correlation 
analysis, can suffer from collinearity in the sample 
data particularly for small sample sizes, leading to 
numerical instabilities in the results. To overcome 
these problems, coinertia analysis (COIA) was 
developed by Dolédec and Chessel [2], in which the 
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Figure 3.  The three-step 3D lip tracking algorithm. 

number of parameters relative to the sample size 
does not affect the accuracy and stability of the 
results. COIA has so far been used mostly in 
ecological studies for some years, but we reported 

on initial results on using it for analysing statistical 
relationships between audio and video speech 
variables in [9]. The method is related to other 
multivariate statistical analyses such as canonical 
correspondence analysis, redundancy analysis, and 
canonical correlation analysis [10]. COIA can also 
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be coupled easily with other statistical methods, e.g. 
principal component analysis. First, these methods 
are performed on the data of the two domains 
separately, and then a COIA follows. In fact, it can 
be shown that COIA is a generalisation of many 
multivariate methods [11]. 

COIA uses the term ‘inertia’ as a synonym for 
variance. The method rotates the data to a new coor-
dinate system and the new variables are linear com-
binations of the variables in each set. COIA max-
imises the co-inertia (or covariance) which can be 
decomposed as 

)var()var(),(),cov( VAVAcorrVA ∗∗= . 

COIA finds a compromise between the correlation 
(corr(A,V)), the variance in the audio speech 
variable set var(A), and the variance in the video 
speech variable set var(V). It aims to find ortho-
gonal vectors (“co-inertia axes”) in the two sets 
which maximise the co-inertia value. The number of 
axes is equal to the rank of the covariance matrix. 

COIA provides a number of measures for the 
analysis of the relationships between two sets of 
variables. The co-inertia value is a global measure 
of the co-structure in the two sets. If the value is 
high, the two sets of variables vary accordingly (or 
inversely), and if the value is low, the sets vary 
independently. The correlation value gives a 
measure of the correlation between the co-inertia 
axes of both sets of variables. Furthermore, one can 
project the variance onto the new axes of each set 
and then compare the projected variance of the 
separate analyses with the variance from the COIA 
[2]. The ratio of the projected variance from the 
separate analyses to the variance from the COIA is a 
measure of the amount of variance of a set of 
variables that is taken by each co-inertia axis. In 
addition, COIA computes the weights (coefficients) 
of the variables in the linear combinations of each 
set. They show which variables contribute to the 
common structure of the two sets. These weights are 
numerically more stable than the weights that can be 
obtained from a canonical correlation [2]. An 
overall value of relatedness of the two modalities is 
given by the so-called RV coefficient [12]. 

5. EXPERIMENTS 

The goal of the experiments was to see how the 3D 
lip tracking algorithm and the results of the co-
inertia analysis could be employed in an AV ASR 
system. Data from the AVOZES data corpus is used 
for these experiments. The initial results presented 

here are for a subset of the AVOZES data. This 
subset consists of the 10 female speakers and their 
CVC-word utterances, i.e. the words containing the 
18 vocalic phonemes of AuE. No noise was added. 

As a baseline, an audio-only ASR system is used. 
Using the HTK toolkit, a 3-state left-right HMM 
with no skips is built for each monophone. 13 
MFCC parameters and their delta and delta-delta 
parameters were used as audio speech variables. 
From the monophone HMMs, context-dependent 
triphone HMMs were built by simply cloning the 
monophone HMMs and re-estimating them using 
triphone transcriptions. In the experiments, the 
leave-one-out method was used. For each of the 
speakers, the recogniser was trained with data from 
the other nine speakers and then tested on the left-
out speaker’s data. The word error rate (WER) 
results are shown in Table 1. The relatively WER 
for some speakers can be explained by the limited 
training data. Confusions typically occurred 
between short and long realisations of the same 
sound (e.g. /æ/ vs. /ə:/), and among low to mid-low 
front to central vocalic phonemes (e.g. /ε/ vs. /æ/). 

Speaker Audio-Only AV AV + COIA 
f1 27.8 22.0 21.5 
f2 27.8 20.3 19.8 
f3 27.8 21.3 20.6 
f4 33.3 23.4 22.8 
f5 11.1 7.8 7.5 
f6 16.7 13.6 13.2 
f7 11.1 8.1 7.9 
f8 33.3 23.9 23.2 
f9 38.9 28.3 27.9 
f10 33.3 25.0 24.6 

Table 1.  Experimental results: WER in % for the audio-only 
case, the AV case, and for the AV plus co-inertia results case. 

In the joint AV recognizer, the mouth width, mouth 
height, protrusion of upper lip, protrusion of lower 
lip, and relative teeth count [9] were added as video 
speech variables, including their delta and delta-
delta variables. A feature fusion approach was taken 
here, i.e. the values of the video speech variables 
were added to the audio feature vectors. Then, the 
HMMs were re-trained and again the recognizer was 
tested using the approach as for the audio-only case. 
The results are shown in Table 1. The inclusion of 
visual speech information improves the WER by 
about 20-30% relative. These results are similar to 
results reported by others [1]. However, a future 
direction will be to implement a 2D lip tracker, for 
example by using AAMs [13], and to compare the 
results achieved with 2D and 3D lip trackers. 
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In the final experiment, we want to see if the 
addition of information from COIA could further 
improve the performance. The timings of the central 
phonemes in the CVC-words and VCV-words were 
hand-labelled and audio and video speech variables 
extracted as before. Next, COIA was performed on 
these two variable sets separately for each phoneme 
(see [9] for some COIA results). Of the various 
values given by COIA, the co-inertia value was 
chosen for the experiments here. When re-training 
the monophone HMMs, this value was added to the 
previously used set of AV variables based on the 
word transcriptions. Then, the triphone HMMs were 
re-trained. For the recogniser, the recorded 
sequences underwent a COIA and the results stored 
for each time step, so that the co-inertia value would 
be at hand during recognition. Table 1 again shows 
the results. The WER improved on average by about 
1.5-2% relative. It needs to be further tested, if 
adding more values from COIA can further improve 
the performance. We hope to present some further 
results at the workshop. 

6. CONCLUSIONS 

The details of a real-time 3D lip tracking algorithm 
have been presented. This algorithm is robust to 
head pose variations and is completely non-
invasive, i.e. no artificial markers or make-up is 
required to track the 3D shape of the lips. Co-inertia 
analysis has been used to explore the statistical 
relationships between the sets of audio and video 
speech variables. Initial results have been presented 
which show that the word error rate improves by 
about 20-30% relative when the visual speech 
information using the 3D coordinates of lip feature 
points is included. To get a better understanding 
how these results compare to a single camera 
system, we will implement a 2D lip tracking 
algorithm. Further including learned relationships 
between audio and video speech variables from 
COIA improved the performance by up to 2% 
relative. So far, we have only performed experi-
ments on the subset of vocalic phonemes. It needs to 
be seen, what the results are for consonantal 
phonemes. Some consonants show strong visible 
speech articulation, so that improved results are 
expected for these. We hope to present further 
results at the workshop. 
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