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We consider the problem of azimuthally symmetric convolution of signals defined on the 2-Sphere.
Applications of such convolution include but are not limited to: geodesy, astronomical data (such as
the famous Wilkinson Microwave Anisotropy Probe data), and 3D beamforming/sensing. We review
various definitions of convolution from the literature and show a nontrivial equivalence between different
definitions. Some convolution formulations based on SO(3) are shown not to be well formed for
applications and we demonstrate a simpler framework to understand, use and generalize azimuthally
symmetric convolution.

 2011 Elsevier Inc. All rights reserved.

1. Introduction

The processing of signals whose domain is the unit sphere,
S2 ! {x ∈ R3:‖x‖ = 1} is an increasingly active area of research
with applications in geodesy, cosmology, and 3D beamform-
ing/sensing [1–7]. This processing exhibits important differences
from the processing of signals on euclidean domains such as: time
based signals whose domain is the real line R or signals, and 2D or
3D images, whose domain is multidimensional but still euclidean.
A most basic operation on signals is linear filtering, or convolution,
and yet for signals on the unit sphere this is not consistently well
defined with competing definitions and the prevalence of defini-
tions that prove too restrictive.

The contributions of this paper are:

• We determine the relationship between various definitions of
convolution for signals defined on S2 (corresponding to an az-
imuthally symmetric or isotropic convolution property). Differ-
ent formulations in the literature are shown to be essentially
identical.

• We develop a common framework to study these definitions.
This clarifies that these definitions fall short of represent-
ing the most general form of convolution for signals defined
on S2.

! Work supported by the Australian Research Council Discovery Grant DP1094350.
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1.1. Notation and mathematical preliminaries

We consider signals in the complex Hilbert Space L2(S2), the
space of square integrable or finite energy signals defined on the
unit sphere S2 with inner product

〈 f , g〉 !
∫

S2

f (x̂)g(x̂)ds(x̂)

=
π∫

0

2π∫

0

f (θ,φ)g(θ,φ) sin θ dφ dθ, (1)

where, f , g ∈ L2(S2),

x̂ ≡ x̂(θ,φ) ! (sin θ cosφ, sin θ sinφ, cos θ)′ ∈ R3,

ds (x̂) ! sin θ dφ dθ

with φ the longitude, θ the co-latitude, and (·) is complex conju-
gation. The inner product induces a norm, ‖ f ‖ = 〈 f , f 〉1/2. Here,
the (̂·) denotes a unit vector, that is, ‖x̂‖ = 1. The north pole, de-
noted η̂, is at co-latitude θ = 0 and satisfies ‖η̂‖ = 1.

The Hilbert Space L2(S2) is separable [8]. The archetype com-
plete orthonormal sequence for this space is the set of spherical
harmonics

Ym
n (θ,φ) !

√
2n + 1
4π

(n − |m|)!
(n + |m|)! P

|m|
n (cos θ)eimφ,

n = 0,1,2, . . . , m = −n, . . . ,n (2)

where Pm
n (cos θ) are the Associated Legendre Functions [9]. When

m = 0, Pm
n (ζ ) = Pn(ζ ) the regular Legendre polynomials in inde-

terminate ζ = cos θ . The spherical harmonics have two indices,
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m and n, but as a set can be represented using a single denu-
merable index and thus regarded as an orthonormal sequence [8].

1.1.1. Spherical harmonic representation
Any finite energy signal defined on the unit sphere, f ∈ L2(S2)

being a function of longitude φ and co-latitude θ , can be repre-
sented

f (x̂) =
∞∑

n=0

n∑

m=−n

f mn Ym
n (x̂) (3)

where the Fourier coefficients are

f mn !
〈
f , Ym

n
〉
=

∫

S2

f (x̂)Ym
n (x̂)ds(x̂)

=
π∫

0

2π∫

0

f (θ,φ)Ym
n (θ,φ) sin θ dφ dθ . (4)

Note that the equality in (3) is understood in the sense of conver-
gence in the mean, that is,

lim
N→∞

∥∥∥∥∥ f (x̂) −
N∑

n=0

n∑

m=−n

〈
f , Ym

n
〉
Ym
n (x̂)

∥∥∥∥∥

2

= 0, ∀ f ∈ L2
(
S2) (5)

which expresses the completeness of the spherical harmonics [9,
Theorem 2.7].

Finally, we note the Spherical Harmonic Addition Theorem [9]
which we require later

n∑

m=−n

Ym
n (x̂)Ym

n ( ŷ) = (2n + 1)
4π

Pn(x̂ · ŷ) (6)

where x̂ · ŷ is the dot/inner product between the unit vectors x̂ and
ŷ in R3, and Pn(ζ ) is the Legendre polynomial in indeterminate ζ
of degree n.

1.1.2. Rotationally symmetric special case
As it is important in the sequel, we also define the linear sub-

space of L2(S2), denoted H0(S2), retaining the inner product (1),
by

H0(S2) !
{
f ∈ L2

(
S2): f (θ,φ) = f (θ)

}
(7)

which is the subspace of finite energy signals with azimuthal/
rotational symmetry about the north pole axis η̂ (direction θ = 0).
The m = 0 spherical harmonics, {Y 0

n (x̂)}∞n=0, are complete in
H0(S2) (explained below). So any g ∈ H0(S2) can be written

g(x̂) =
∞∑

n=0

〈
g, Y 0

n
〉
Y 0
n (x̂), ∀g ∈ H0(S2) (8)

where the Fourier coefficients are
〈
g, Y 0

n
〉
=

∫

S2

g(x̂)Y 0
n (x̂)ds(x̂)

=
π∫

0

2π∫

0

g(θ)Y 0
n (θ) sin θ dφ dθ

=
√

π(2n + 1)

π∫

0

g(θ)Pn(cos θ) sin θ dθ

using (2). It is the completeness of the Legendre polynomials,
Pn(ζ ), on |ζ | " 1, that implies completeness of the m = 0 spherical
harmonics (also called the zonal harmonics).

Finally, a given function f ∈ L2(S2) has an orthogonal projec-
tion onto H0(S2). This projection is represented by the (linear)
projection operator P0 f defined by

(
P0 f

)
(x̂) !

∞∑

n=0

〈
f , Y 0

n
〉
Y 0
n (x̂), ∀ f ∈ L2

(
S2). (9)

The projection P0 f can be interpreted as the average of f over
rotations about the north pole axis.

2. Convolution and problem formulation

An approach to formulating convolution for signals on the
sphere is to emulate the convolution operator familiar in euclidean
spaces. Convolution on R2 is given by

(g ⊗ f )(x) !
∫

R2

g(x− y) f (y)dy, x ∈ R2, (10)

and can be used as a reference to develop different notions of
convolution on the 2-sphere. We review two key definitions of 2-
sphere convolution which have appeared in the literature.

2.1. SO(3) left convolution

Let f ,h ∈ L2(S2). Using the binary operand symbol %, “convolu-
tion on the 2-sphere” was defined as follows [10]

( f % h)(x̂) ! 1
2π

∫

v∈SO(3)

h(vη̂) f
(
v−1x̂

)
dv, x̂ ∈ S2 (11)

where η̂ ∈ S2 is the north pole (co-latitude θ = 0), and v is a 3D
proper rotation element in SO(3) [11]. These rotations are con-
ventionally parametrized by three Euler angles, α, β and γ , and
therefore (11) is implicitly a triple integral. As it is important, in
the later comparison, we elaborate on these notations.

Define

r(y)
β !




cosβ 0 sinβ

0 1 0

− sinβ 0 cosβ





and

r(z)
γ !




cosγ − sinγ 0

sinγ cosγ 0

0 0 1



 . (12)

Denote v = r(z)
α r(y)

β r(z)
γ as the “zyz” rotation in SO(3), being the

composition of rotations about the z-axis through γ ∈ [0,2π), y-
axis through β ∈ [0,π ] and z-axis (again) though α ∈ [0,2π), in
that order.

To effect a general rotation of f ∈ L2(S2), through the Euler
angles implicit in v , is an operator which we denote Rv . The effect
of this operator can be equivalently realized through an inverse
rotation of the coordinate system, that is,

(Rv f )(x̂) = f
(
v−1x̂

)
. (13)

Some examples that use the left convolution (11) on 2-sphere
are: filter bank designs [12], spherical image processing [13], ro-
tation estimation for images defined on the 2-sphere [14] and 3D
surface filtering/smoothing [11,15,16].

In (11) we have scaled the definition relative to the original
given in [10]. In the spherical harmonic domain [10, Theorem 1]
(up to a scaling), convolution is given by

( f % h)mn =
√

4π
(2n + 1)

f mn h0n, (14)
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where

( f % h)mn =
〈
f % h, Ym

n
〉
, f mn =

〈
f , Ym

n
〉

and h0n =
〈
h, Y 0

n
〉
.

Eq. (14) is the “frequency domain” version of (11) and exhibits a
multiplication property. Due to the m = 0 action on the second ar-
gument h in (14), this convolution definition is not commutative,
f % h -= h % f . Further, there is the scaling factor which depends
on n. Later we show a geometric interpretation of Left Convolu-
tion using the projection (9) which explains these distinguishing
features.

2.2. Isotropic convolution

Using another binary operand symbol #, another definition of
convolution comes from [17,18] and takes the form

(z # f )(x̂) =
∫

S2

z(x̂ · ŷ) f ( ŷ)ds( ŷ), x̂ ∈ S2, (15)

which bears greater similarity to (10). Noting that −1 " x̂ · ŷ " 1
then this definition can be viewed as a linear operator on L2(S2),
mapping f (·) ∈ L2(S2) to (z # f )(·) ∈ L2(S2) parametrized with
the univariate function z(·) ∈ L2([−1,+1]). Here, z(·) is a ker-
nel and can be regarded as defining a filter response. This filter
response only depends on the angle (arc length) and not the rel-
ative orientation between the two spatial variables x̂ and ŷ (since
x̂ · ŷ = cos ξ , where ξ is the angle between x̂ and ŷ), and, there-
fore, is isotropic. For example, if we had to blur a spherical image
with a rotationally symmetric filter then (15) can be used.

There are clear limitations in (15) when we wish to use non-
rotationally symmetric filters and it is evident, despite the similar-
ity with (10), that it cannot be the most general form of convolu-
tion on the sphere S2. However, being an azimuthally symmetric
2-Sphere convolution, it is a widely useful special case on which
we focus in the paper.

2.3. Problem formulation

This paper poses the following questions:

(1) What is the relationship between various definitions of convo-
lution for signals defined on S2?

(2) Can these be understood in a common framework? Do these
notions represent the most general form of convolution for sig-
nals defined on S2?

3. Convolution on SSS2

3.1. Operator formulation of convolution

Our approach is to define convolution guided by the analog
of frequency domain multiplication for convolution of time do-
main signals. To do so we develop the necessary theory based on
linear operators. Consistent with other works we use the spher-
ical harmonics to build the “frequency domain” description. Our
formulation is developed from three equivalent pictures for convo-
lution: an integral equation operator picture, a binary operation on
two signals picture, and an infinite matrix representation.

3.2. Matrix representation of bounded operators

We expect convolution to be a special type of bounded linear
operator on L2(S2). A linear operator B is bounded if there exists a
constant B such that

‖B f ‖ " B‖ f ‖, ∀ f ∈ L2
(
S2). (16)

As well as this operator picture for convolution we also develop
other equivalent pictures. We can regard convolution as a binary
operation on two signals, and we have a picture based on an infinite
matrix representation. This last form provides the simplest frame-
work to develop candidate definitions of convolution.

Any bounded linear operator, B, on a separable1 space admits
an infinite matrix representation with respect to a given complete
orthonormal sequence [8]. We previously noted that L2(S2) is sep-
arable and the spherical harmonics are a complete orthonormal
sequence. Hence any bounded linear operator, B on L2(S2), admits
an infinite matrix representation [8]

Bmp
nq !

〈
BY p

q , Ym
n

〉
(17)

for all n = 0,1,2, . . . , m = −n, . . . ,n and q = 0,1,2, . . . , p =
−q, . . . ,q. This characterizes completely how the bounded linear
operator maps input to outputs, with respect to the spherical har-
monics. In (17) we should think of the pair p,q as a single in-
put/column index, and pair m,n as a single output/row index. That
is, the coefficient Bmp

nq represents how much of Y p
q as an input gets

projected along the Ym
n direction of the output under B.

So a bounded linear operator, B, mapping f ∈ L2(S2) to d ∈
L2(S2), viz.,

d = B f , (18)

can be expressed in the spherical harmonic domain in terms of
(17) as

dmn =
∞∑

q=0

q∑

p=−q

Bmp
nq f pq , (19)

where

dmn =
〈
d, Ym

n
〉
=

〈
B f , Ym

n
〉

and f pq =
〈
f , Y p

q
〉
.

3.3. Harmonic multiplication on S2 – binary operation picture

The frequency domain for signals on R2 clearly reveals a simple
characterization of convolution via multiplication. So by analogy
we expect the spherical harmonic coefficient sequence, f mn defined
in (4), to be pivotal in our definition of convolution on S2. This
leads to the concept of harmonic multiplication and will be used
later to study and interpret azimuthally symmetric convolution.

Definition 1 (Harmonic multiplication on S2). As a binary operation,
using symbol ., the harmonic multiplication of two signals f , g ∈
L2(S2) is defined by

(g . f )(x̂) !
∞∑

n=0

n∑

m=−n

gmn f mn Ym
n (x̂) (20)

where f mn ! 〈 f , Ym
n 〉, and gmn ! 〈g, Ym

n 〉.

In contrast to Left Convolution, (14), this definition, regarded as
a binary operation, is commutative, that is,

g . f = f . g, ∀ f , g ∈ L2
(
S2). (21)

Harmonic multiplication should not be regarded as exclusively a
form of convolution, but part of the framework to understand az-
imuthally symmetric convolution.

1 By separable we mean the space contains a complete orthonormal sequence (of
functions) which is dense.
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Fig. 1. Representation of Harmonic Multiplication: Top – convolution in spatial do-
main – f , g in L2(S2). Bottom – multiplication in discrete spherical harmonic “fre-
quency” domain – f mn , gmn in *2.

3.4. Harmonic multiplication on S2 – infinite matrix picture

In the context of a bounded operator on L2(S2), we can regard
the input as being f ∈ L2(S2), and regard g ∈ L2(S2) as parametriz-
ing the operator, which leads to an alternative definition in terms
of an infinite matrix (equivalent to Definition 1). If B were this op-
erator parametrized by g , then we introduce the special notation
B ≡ g., so B f = g . f which is consistent with the notation in
Definition 1.

Definition 2 (Harmonic multiplication on S2). As an infinite matrix,
harmonic multiplication on L2(S2) is a bounded linear operator,
denoted g., parametrized by g ∈ L2(S2), with infinite matrix rep-
resentation defined by

Gmp
nq ≡

〈
g . Y p

q , Ym
n

〉
! gp

q δmpδnq, (22)

where gmn ! 〈g, Ym
n 〉, and δmpδnq denotes the Kronecker delta.2

Using (22), with input f ∈ L2(S2) (having Fourier coefficients
f mn = 〈 f , Ym

n 〉), and output b = g . f (having Fourier coefficients
bmn = 〈b, Ym

n 〉), the spherical harmonic coefficients transform as

bmn =
∞∑

q=0

q∑

p=−q

Gmp
nq f pq

= gmn f mn . (23)

The infinite matrix in (22) is diagonal. Fig. 1 summarizes the prop-
erties of harmonic multiplication.

3.5. Harmonic multiplication on S2 – integral equation picture

Definition 2 describes harmonic multiplication with an infinite
matrix, which leads to the matrix equation in the spherical har-
monic domain (“frequency domain”) according to (23). This equa-
tion is similar to (14). The question is what is the corresponding
spatial form of convolution analogous to (11) or (15)? This is re-
solved by the following theorem.

Theorem 1. Harmonic multiplication on S2 is a Fredholm integral equa-
tion operator, g., parametrized by g ∈ L2(S2), given by

(g . f )(x̂) =
∫

S2

Kg(x̂, ŷ) f ( ŷ)ds( ŷ), f ∈ L2
(
S2) (24)

2 Equals one if and only if m = p and n = q, and is zero otherwise.

and is compact with Hilbert–Schmidt kernel

Kg(x̂, ŷ) !
∞∑

n=0

n∑

m=−n

gmn Ym
n (x̂)Ym

n ( ŷ), (25)

where gmn = 〈g, Ym
n 〉. The eigenfunctions of (24) are Ym

n (x̂) with corre-
sponding eigenvalues gmn .

Proof. See Appendix A. !

4. Properties of convolution

4.1. Isotropic convolution – complete characterization

Eqs. (24) and (25) do not appear to bear a strong similarity to
conventional convolution defined on R2, (10). However, consider
the special case of the harmonic multiplication operator, writ-
ten Z , whose infinite matrix, (22), takes the form

Zmp
nq !

〈
ZY p

q , Ym
n

〉
= znδmpδnq (26)

which implies gmn = zn , ∀m,n, or

g(x̂) =
∞∑

n=0

zn
n∑

m=−n

Ym
n (x̂) (27)

in the context of Theorem 1. In this special case the kernel (25)
then simplifies to

Kz(x̂, ŷ) !
∞∑

n=0

n∑

m=−n

znYm
n (x̂)Ym

n ( ŷ)

=
∞∑

n=0

zn
n∑

m=−n

Ym
n (x̂)Ym

n ( ŷ)

= 1
4π

∞∑

n=0

zn(2n + 1)Pn(x̂ · ŷ) (28)

where the last step follows from (6), the Spherical Harmonic Ad-
dition Theorem. Therefore, this special case is a form of isotropic
convolution, (15), with the identification

z(ζ ) ! 1
4π

∞∑

n=0

zn(2n + 1)Pn(ζ ), −1 " ζ " 1. (29)

The kernel in (28) can be written Kz(x̂, ŷ) = z(x̂ · ŷ).
Conversely, if we have the isotropic convolution in (15) we can

show this is equivalent to determining the zn in the matrix identity
(26). That is, given the univariate kernel z(·) in (15), the complete-
ness and orthogonality of the Legendre polynomials on the interval
[−1,+1],
+1∫

−1

Pn(ζ )Pm(ζ )dζ = 2
2n + 1

δnm,

implies

zn = 2π

+1∫

−1

z(ζ )Pn(ζ )dζ

= 2π

π∫

0

z(cos θ) Pn(cos θ) sin θ dθ . (30)
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Fig. 2. Isotropic convolution synthesized from harmonic multiplication . and oper-
ator R defined in (33). Note (Rg) . f = f . (Rg).

Comments
(1) Convolution is thus isotropic, (15), if and only if the infinite

matrix is diagonal and of the form (26). This is what we mean
by complete characterization. Further, in the frequency domain
isotropic convolution takes the form
〈

Z f , Ym
n

〉
= zn f mn , (31)

indicating it as a special case of harmonic multiplication (22).
(2) As an example, in [11],3 a parametric form of smoothing (low

pass filtering) based on spherical diffusion was introduced
which acts on a given signal on S2 and corresponds to

zn ! e−n(n+1)kt (32)

in (26), where kt controls the spherical harmonic “bandwidth”
of the filter. Of course, any well-formed sequence, zn , that
monotonically decreases to zero with n (sufficiently quickly),
in the spirit of (32), will act as a low pass filter.

(3) Finally, this framework suggests that a more general form of
Theorem 1 must be associated with convolution that has some
degree of anisotropy which leads to considerations outside the
scope of this paper. A broader class of integral equation ker-
nels than (25) can be considered in the anisotropic case.

4.2. Interpretation of isotropic convolution

Isotropic Convolution, (15), convolves an input function f ∈
L2(S2) with univariate filter kernel z ∈ L2([−1,+1]) to generate an
output f ∈ L2(S2). This differs from Left Convolution, (11), which
takes a “filter kernel” h ∈ L2(S2). To bring Isotropic Convolution
and Left Convolution into a common framework, and show they
are equivalent, we shall express Isotropic Convolution in an alter-
nate way that uses harmonic multiplication.

Consider the two systems in Fig. 2 with the introduction of an
operator, R, defined through the infinite matrix

Rmp
nq =

〈
RY p

q , Ym
n

〉
! δ0pδnq (33)

which implies an input Y p
q (·) maps to output Ym

n (·) with gain one
only when both p = 0 and q = n, otherwise Y p

q (·) maps to zero.
The two systems are equivalent because

(Rg) . f = f . (Rg) (34)

by the commutativity of the harmonic multiplication. In the upper
system in Fig. 2, the kernel is parametrized by Rg and the input

3 Note that the definition of the spherical harmonics in [11] appears slightly dif-
ferent from our definition [9] but in fact is equivalent.

is f . In the lower system in Fig. 2, g may be regarded as the input
to the operator composition, f . R. This lower system simplifies
the analysis.

Using Definition 2, (22) with filter kernel f acting to parame-
trize the operator, and (33), the operator composition f . R has
infinite matrix

Jmr
ns =

∞∑

q=0

q∑

p=−q

Fmp
nq Rpr

qs

=
∞∑

q=0

q∑

p=−q

f mn δmpδnqδ
0rδqs

= f mn δ0rδns. (35)

Then the Fourier coefficients of f . (Rg) become

∞∑

s=0

s∑

r=−s

Jmr
ns g

r
s = f mn

∞∑

s=0

s∑

r=−s

δ0rδns grs

= f mn g0n (36)

which, by (34), are the Fourier coefficients of (Rg) . f . This es-
tablishes the following theorem which summarizes these findings.

Theorem 2. Consider two signals f , g ∈ L2(S2), and the bounded oper-
ator R with infinite matrix with respect to the spherical harmonics

Rmp
nq =

〈
RY p

q , Ym
n

〉
! δ0pδnq. (37)

Then, with . denoting the harmonic multiplication defined in (20),

(
(Rg) . f

)
(x̂) =

∫

S2

z(x̂ · ŷ) f ( ŷ)ds( ŷ) (38)

where the univariate isotropic convolution kernel is given by

z(ζ ) ! 1
4π

∞∑

n=0

g0n(2n + 1)Pn(ζ ), −1 " ζ " +1 (39)

with g0n = 〈g, Y 0
n 〉. Further, in the spherical harmonic coefficient domain

〈
(Rg) . f , Ym

n
〉
= f mn g0n (40)

where f mn = 〈 f , Ym
n 〉.

Comments
(1) The equivalent operator (Rg). is depicted in the dashed box

in the upper system in Fig. 2. Here g parametrizes the opera-
tor, and R reduces it to z(·).

(2) The operator R has integral equation representation

(Rg)(x̂) =
∫

S2

R(x̂, ŷ)g( ŷ)ds( ŷ) (41)

with kernel

R(x̂, ŷ) !
∞∑

n=0

n∑

m=−n

Ym
n (x̂)

∞∑

q=0

q∑

p=−q

Rmp
nq Y p

q ( ŷ)

=
∞∑

n=0

Y 0
n ( ŷ)

n∑

m=−n

Ym
n (x̂).

(3) The frequency domain description (40) is very similar to the
one for Left Convolution, (14). In the next section we develop
an analogous result for Left Convolution and give its geometric
interpretation and some examples.
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4.3. Interpretation of SO(3) left convolution

Redefine R in Fig. 2 to be

Rmp
nq ≡

〈
RY p

q , Ym
n

〉
!

√
4π

(2n + 1)
δ0pδnq. (42)

In this case, by a simple variation on (29), we have

z(ζ ) !
∞∑

n=0

g0n

√
(2n + 1)

4π
Pn(ζ ), −1 " ζ " +1. (43)

Letting ζ = cos θ , and noting g0n = 〈g, Y 0
n 〉

z(cos θ) =
∞∑

n=0

g0n

√
(2n + 1)

4π
Pn(cos θ)

=
∞∑

n=0

〈
g, Y 0

n
〉
Y 0
n (θ,φ)

=
(

P0g
)
(cos θ) (44)

by the definition of projection operator P0 in (9). Here note that
the zonal spherical harmonics

Y 0
n (θ,φ) = Y 0

n (θ) =
√

(2n + 1)
4π

Pn(cos θ) (45)

are independent of φ and are naturally functions of cos θ .
We summarize this in the following theorem which is equiva-

lent to [10, Theorem 1].

Theorem 3. The Left Convolution of two signals f ,h ∈ L2(S2), (11), is
equivalent to isotropic convolution

( f % h)(x̂) =
∫

S2

z(x̂ · ŷ) f ( ŷ)ds( ŷ) (46)

where the isotropic convolution kernel is induced by h ∈ L2(S2) and
given by

z(cos θ) =
(

P0h
)
(cos θ), 0 " θ " π (47)

=
∞∑

n=0

〈
h, Y 0

n
〉
Y 0
n (θ),

the co-latitude function of the orthogonal projection of h onto the sub-
space H0(S2) of zonal spherical harmonics in L2(S2).

Further, in the spherical harmonic coefficient domain

〈
f % h, Ym

n
〉
=

√
4π

2n + 1
h0n f

m
n (48)

where f mn = 〈 f , Ym
n 〉.

Comments
(1) This result shows the fundamental role the azimuthally sym-

metric function subspace plays in characterizing the action of
Left Convolution. It shows that any component of the filter
function h orthogonal to H0(S2) ⊂ L2(S2) plays no role in the
final result.

(2) A standard example of such convolution, from [18], uses the
von Mises distribution, centered at µ = 0 and concentration
parameter κ $ 0

n(θ) = 1
I0(κ)

eκ cos θ (49)

for the co-latitude function z(cos θ). The function on the
sphere, h, in Left Convolution, would have projection P0h,
see (9), proportional to the well-known von Mises–Fisher dis-
tribution.

(3) Theorem 3 takes a given h(·) in L2(S2) and synthesizes a ker-
nel z(·) on L2([−1,+1]). Conversely, we can ask what h(·) in
L2(S2) corresponds to a given z(·) on L2([−1,+1]). The an-
swer, by the orthogonality of the Legendre polynomials, is any
h ∈ L2(S2) satisfying

h0n =
〈
h, Y 0

n
〉
=

√
2n + 1
4π

+1∫

−1

z(ζ )Pn(ζ )dζ.

Because the convolution is isotropic, there is no need to start with
a function on L2(S2) to define the convolution when the kernel
z(·) on L2([−1,+1]) is all that is needed.

In (46), the filtering kernel z(·) has an obvious geometric in-
terpretation. It is of interest to know whether h(·) in L2(S2) in
Theorem 3 has a geometric interpretation. It is clear that the Left
Convolution depends only on the rotational symmetric part of h in
f % h. One might speculate that if h is purely rotationally symmet-
ric itself then h might form directly the filtering kernel. Noting

Y 0
n (θ,φ) =

√
(2n + 1)

4π
Pn(cos θ) (50)

is invariant to φ, then, from (47),

z(cos θ) = 1
2π

∞∑

n=0

h0nY
0
n (θ,φ), h0n =

〈
h, Y 0

n
〉

= 1
2π

h(θ), if h(θ,φ) = h(θ).

So indeed the filtering kernel z(·) is governed by the co-latitude
profile of the symmetric part of h, apart from the extraneous factor
of 1/2π .

Comments
(1) The framework we developed in this paper indicates that

SO(3) methods [10,11] are not a natural extension of conven-
tional convolution defined on R2, given in (10). The simpler
isotropic convolution formula, (15), has the equivalent action.

(2) It is clear from the earlier discussion that Left Convolution
implicitly integrates over three Euler angles, in contrast to
R2 convolution (10) which integrates over 2D translations in
the plane. Integration over the third rotation is the source of
the difficulties, essentially this is integration over γ ∈ [0,2π)

through matrix r(z)
γ in (12). This is precisely integrating over

rotations about the north pole η̂ ∈ S2 which zeroes the contri-
bution from components with m -= 0.

(3) There is an argument that rotations in SO(3) are the analog of
translations in R2. This is strictly not correct. Under the ac-
tions of all elements of SO(3) a function in L2(S2) is to reposi-
tion to all possible locations on the 2-sphere in a proper sense
(determinant 1). The analogy in the 2D would have the set
of all 2D translations plus a rotation – a playing card flicked
on the floor can also take an arbitrary orientation. However,
2D convolution is defined without the rotation and the orien-
tation is fixed. Were rotation included in the R2 convolution
(triple integral) then we would observe the same rotation av-
eraging we see in Left Convolution.

5. Conclusions

We developed a general framework which introduced the no-
tion of harmonic multiplication and projections on to the subspace
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of finite energy signals with azimuthal/rotational symmetry about
the north pole axis. Using this we have shown a nontrivial equiv-
alence between different competing notions of convolution on the
sphere but all equivalent to convolution with a kernel which is
azimuthally symmetric or isotropic. Our results indicate that a
more general form of convolution that incorporates some degree
of anisotropy requires more complete investigation and this is the
focus of our ongoing work to develop a more extensive framework.

Appendix A. Proof of Theorem 1

Proof. Using (23)

b(x̂) =
∞∑

n=0

n∑

m=−n

bmn Ym
n (x̂) (A.1a)

=
∞∑

n=0

n∑

m=−n

gmn
〈
f , Ym

n
〉
Ym
n (x̂) (A.1b)

=
∞∑

n=0

n∑

m=−n

gmn

∫

S2

f ( ŷ)Ym
n ( ŷ)ds( ŷ)Ym

n (x̂) (A.1c)

=
∫

S2

Kg(x̂, ŷ) f ( ŷ)ds( ŷ) (A.1d)

where Kg(x̂, ŷ) is given by (25). So (24) is the spatial form of
the convolution and (25) is the convolution kernel. Further, by or-
thonormality of the spherical harmonics and Parseval’s Theorem

∫

S2

∣∣Kg(x̂, ŷ)
∣∣2 ds(x̂)ds( ŷ) =

∞∑

n=0

n∑

m=−n

∣∣gmn
∣∣2

=
∫

S2

∣∣g(x̂)
∣∣2 ds(x̂). (A.2)

Therefore, g ∈ L2(S2) implies Kg(x̂, ŷ) ∈ L2(S2 × S2), that is, the
kernel is Hilbert–Schmidt and the operator is compact [8].

Since (GYm
n )(x̂) = gmn Ym

n (x̂), the eigenfunctions of (24) are the
spherical harmonics Ym

n (x̂), with corresponding eigenvalues gmn .
Hence the eigenfunctions of G form a complete orthonormal sys-
tem in L2(S2) since the spherical harmonics have this property [9,
p. 25]. This establishes the Spectral Theorem for this class of (non
self-adjoint) compact operators.

Given convolutions on S2 have the diagonal infinite matrix form
in (22) then applying multiple convolutions is equivalent to a sin-
gle convolution (closure) and convolutions are associative. An in-
verse may not exist given one of the gmn might be zero. This is the
semi-group property. Commutativity as a property does hold. !
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