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Abstract—This paper introduces a quadratic variational framework for solving a broad class of signal design problems on the 2-sphere. The functional, to be extremized, combines energy concentration measures using a weighting function in the spatial domain, multiplicative weights in the spectral domain, and a total energy constraint. This leads to two formulations of the signal design problem on the 2-sphere, one a Fredholm integral equation in the spatial domain and the other an infinite matrix equation in the spectral domain. The framework is illustrated by deriving the key equations for the two classical spatio-spectral concentration problems on the 2-sphere, and for an isotropic filter design that maximizes the filtered energy. In addition, using the proposed framework, we formulate a joint 3-D beamforming application which achieves optimal directivity and spatial resolution simultaneously.

Index Terms—Directional derivative, isotropic convolution, uncertainty principle, unit sphere.

I. INTRODUCTION

According to Fourier transform, a signal cannot sharply confine itself both in the time (spatial) domain and the frequency (spectral) domain. Fraction-out-of-band (FOBE) is a well known measure to the degree of concentration of energy simultaneously in the time-frequency domain [1]–[3]. Paper [1] only considered the finite time interval concentration problem for a band-limited signal and derived the optimal functions—prolate spheroidal wave functions (PSWFs). Meanwhile [2] solved a more general concentration problem for an arbitrary signal which is neither band-limited nor time-limited. Later, a quadratic variational framework by jointly time-frequency concentration measure was developed by Franks in [4]. This framework not only generalizes the work by Slepian–Landau–Pollak [1], [2], but also subsumes many other optimization problems expressed in terms of weighted energy functionals, such as optimal waveform design to achieve the minimum error rate [5], [6], efficient bandwidth usage [7], [8] and high-resolution for signal detection [9], [10].

Compared with signal design in time-frequency domain, signal processing on the unit sphere, $S^2$, also called the 2-sphere, which relates to the spatial-spectral domain, is a relatively under-explored area. Though recently, more and more applications on the 2-sphere are developing, such as optimal filter design for filtering and surface smoothing in computer vision [11], [12], detection of compact objects embedded in the stochastic background process [13]–[15], power spectrum estimation in cosmology [16]–[19] and wireless channel modeling and 3-D beamforming/sensing [20]–[22]. However, these works only consider band-limited or spectral-limited signals.

Analogous to Slepian–Landau–Pollak concentration problem in time-frequency domain, [23]–[34] have developed some results on the 2-sphere by considering different energy concentration measures in the spatial-spectral domain. However, most of these published work only consider the energy concentration measure for special signals under different concentration criteria, i.e., the spatial concentration of a spectral-limited signal [25], [27], [28], [32], [33] and the spectral concentration of a spatially limited signal [26], [28], [34]. These works adopted special weighting functions in the spatial domain (e.g., a box-car window function) [25], [27], [28], [31] or a weighting sequences in the spectral domain (e.g., a set of finite identity sequence with each element “1”) [26], [28]. Few works have been published relating to arbitrary weighting functions or weighting sequences [12], [32]–[36]. In these works, we note that the choices of the concentration criteria are determined either by the weighting functions in the spatial domain or the weighting sequences in the spectral domain. Note that aforementioned works only consider either the case of a spatial limited signal or a spectral limited signal. Therefore, a discussion related to an arbitrary spherical signal’s simultaneously concentration measure in the spatio-spectral domain is necessary.

As we pointed out before, Franks general variational framework formulated an optimization problem by minimizing the sum of time and frequency concentration measures, which not only generalized the truly jointly time-frequency concentration problem of Slepian–Landau–Pollak [1], [2], [4], but also unified other optimization problems relating to arbitrarily weighted time-frequency energy concentration measure. However, no common unifying framework relating to spatial-spectral domain using arbitrarily weighting functions both in the spatial domain and in the spectral domain, analogous to the Franks time-frequency quadratic framework, has been developed. Therefore, in this paper, we aim to develop an analogous quadratic variational framework on the 2-sphere which can unify many relevant signal design problem expressible by a pair of weighting functions in the spatial and spectral domains, including truly jointly spatio-spectral concentration problem. The main contributions of the paper are summarized as follows.
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• We develop a quadratic framework by extremizing the sum of arbitrarily weighted spatial and spectral energy concentration measures, which can unify most of optimization problems relating to different energy concentration criteria on spatial-spectral domain. More importantly, this framework not only generalizes the special work in [28], but also provides a framework to solve the jointly spatio-spectral optimization problem for an arbitrary signal.

• We demonstrate the strength of the proposed framework by applying it to two practical applications found in computer vision, geophysics and wireless communications: in Section IV-C we formulate an isotropic filter with Gauss–Weierstrass kernel and find an orthogonal set of optimally input functions that maximize the output energy, and in Section IV-D we formulate a joint 3-D beamforming design, which achieves optimal directivity and spatial resolution simultaneously.

The rest of the paper is organized as follows. Section II provides notation and some mathematical preliminaries for signals defined on the 2-sphere. Section III formulates our quadratic variational framework with three quadratic functionals relating to energy concentration by a pair of spatial and spectral weighting functions. In this section, a spherical harmonic multiplication operator which includes the isotropic convolution as a special case is implemented as the spectral weighting. This section also deduces the infinite matrix representations and the kernel functions of some special bounded linear operators that characterize the objective functionals in the quadratic variational framework. Using the directional derivative of the objective function, the necessary conditions of a stationary point to the quadratic variational problem in both spatial and spectral domains are derived. In Section IV, we demonstrate the applications of our quadratic framework by applying it to spatio-spectral concentration work presented in [28]. Furthermore, this section provides two examples using our framework: 1) obtain the optimal input signal achieving the filtered energy for a parameterized linear system, and 2) design a joint 3-D beamforming scheme. Finally, the conclusions are given in Section V.

II. MATHEMATICAL PRELIMINARIES

A. Notations

Let \( \mathbb{S}^2 = \{ x \in \mathbb{R}^3 : |x| = 1 \} \) denote the unit sphere in \( \mathbb{R}^3 \), where \( x = (\theta, \phi) \triangleq (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \) denotes a point on the sphere, \( \theta \in [0, \pi) \) is the co-latitude and \( \phi \in [0, 2\pi) \) is the longitude.

Let \( L^2(\mathbb{S}^2) \) be a complex Hilbert space containing all the square-integrable functions on the sphere \( \mathbb{S}^2 \) with inner product

\[
\langle f, g \rangle = \int_{\mathbb{S}^2} f(x)\overline{g(x)} \, ds(x)
\]

where \( ds(x) = \sin \theta \, d\theta \, d\phi \) and \( \overline{\cdot} \) denotes complex conjugation. The inner product induces a norm, \( \|f\| = (\langle f, f \rangle)^{1/2} \).

B. Spherical Harmonics and Fourier Representation

The spherical harmonics \( Y_n^m(x) \equiv Y_n^m(\theta, \phi) \) are defined by

\[
Y_n^m(\theta, \phi) = \frac{2n + 1}{\sqrt{4\pi}} \frac{\sin(n - m)!}{(n + m)!} P_n^m(\cos \theta) e^{im\phi},
\]

where \( P_n^m(\cdot) \) are the associated Legendre functions, \( n \) is the angular (spectral) degree, \( m \) \((-n \leq m \leq n)\) is the angular order and \( i = \sqrt{-1} \).

As \( Y_n^m(x) \) form a complete, orthonormal basis in \( L^2(\mathbb{S}^2) \), any finite energy signal \( f \in L^2(\mathbb{S}^2) \) can be represented, in the sense of convergence in the mean with the induced norm, by

\[
f(x) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} f_n^m Y_n^m(x),
\]

where the spherical harmonic Fourier coefficients \( f_n^m \) are given by

\[
f_n^m = \langle f, Y_n^m \rangle = \int_{\mathbb{S}^2} f(x)\overline{Y_n^m(x)} \, ds(x).
\]

III. PROBLEM FORMULATION

The quadratic variational problem on the 2-sphere is to find an optimal function \( f \in L^2(\mathbb{S}^2) \) that extremizes the quadratic functional

\[
G = \mu_1 I_1 + \mu_2 I_2 + I_3
\]

with

\[
\begin{align*}
I_1 & \triangleq \langle w, f \rangle - \int_{\mathbb{S}^2} w(x)|f(x)|^2 \, ds(x) \\
I_2 & \triangleq \langle \mathcal{K}_s f, f \rangle = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} v_n^m |f_n^m|^2 \\
I_3 & \triangleq \|f\|^2
\end{align*}
\]

where \( w(x) \in L^2(\mathbb{S}^2) \) defines a spatial real, positive multiplicative weighting for functional \( I_1 \), \( \mathcal{K}_s \) is a spherical harmonic multiplication operator which provides a spectral real non-negative spectral weighting for functional \( I_2 \) with weights \( v_n^m > 0 \) for all valid \( n \) and \( m \), the functional \( I_3 \) is the signal energy, and \( \mu_1 \) and \( \mu_2 \) are Lagrange multipliers. Note that \( f(x) \) can be a spatial-limited, a spectral-limited signal or an arbitrary signal.

The above problem formulation draws direct analogy to the framework developed by Franks to study a broad class of signal concentration and signal design problems in time and frequency [4, ch. 6]. In [4], the analogy of \( I_1 \) measures time domain energy concentration, the analogy of \( I_2 \) measures frequency domain energy concentration and \( I_3 \) is the energy content of a
signal energy. Analogous to framework of Franks in time-frequency, our primary aim is to introduce a quadratic variational framework for solving a broad class of signal design problems on the 2-sphere by measuring the weighted energy concentration in terms of arbitrary weighting functions both in the spatial domain and the spectral domain, which is represented by the spherical spectral Fourier coefficients.

### A. Solutions to Quadratic Variational Framework

To solve the quadratic variational problem (3), both necessary conditions and sufficient conditions to a stationary point are required. Usually, the sufficiency conditions of a particular stationary point relate to the specified physical considerations that led to the formulation of the problem [4]. Therefore, after solving the necessary conditions, one still needs to determine the Lagrange multipliers that simultaneously extremize the performance functional and satisfy the constraint equations, which is another extremization problem and often requires numerical methods to obtain the final solution. In this paper, we focus on the necessary conditions of a stationary point to the quadratic variational problem.

### B. Spherical Harmonic Multiplication Operator

In this section, we provide detailed information of the operator given in (4b). It is developed as a convenient mathematical tool to weight the functions of interest in the spectral domain, but needs careful interpretation. Putting aside the physical requirement (non-negative weighting, or \( v_n^m \geq 0 \)), this operator is very convenient for signal analysis in practical applications, especially as it subsumes the special class of isotropic convolution operators.

The harmonic multiplication operator is defined by [38]

\[
\langle K_n f \rangle (x) = \int_{S^2} K_n(x, y) f(y) \, ds(y), \quad x \in S^2
\]  

(5)

where the kernel function \( K_n(x, y) \) is given by

\[
K_n(x, y) = \sum_{m=-n}^{n} v_n^m Y_n^m(x) Y_n^m(y). 
\]  

(6)

As \( v_n^m \) are real, so we have \( K_n(x, y) = \overline{K_n(y, x)} \). Therefore, \( K_n \) is a self-adjoint operator. In addition, we have \( v_n^m \) non-negative, with at least one positive.

After substituting (6) into (5), and combining (2), we have [38]

\[
\langle K_n f \rangle (x) = \sum_{n=1}^{\infty} \sum_{m=-n}^{n} v_n^m f_n^m Y_n^m(x), \quad x \in S^2. 
\]  

(11)

#### 1) Special Case—Equivalence to Isotropic Convolution:

Taking \( v_n^m = v_n \) for all \( n \) and \( m \), that is, \( v_n \) is a function only of \( n \), we have

\[
\langle K_n f \rangle (x) = \sum_{n=1}^{\infty} \sum_{m=-n}^{n} v_n f_n^m Y_n^m(x), \quad x \in S^2. 
\]  

(12)

and the kernel can be expressed by

\[
K_n(x, y) = \sum_{n=0}^{\infty} v_n^2 \frac{2n + 1}{4\pi} P_n(x \cdot y) 
\]  

(7)

where \( x \cdot y \) is the dot product between the unit vectors \( x \) and \( y \), \( P_n(\cdot) \) are the Legendre polynomials and the spherical harmonic addition theorem

\[
\sum_{m=-n}^{n} Y_n^m(x) Y_n^m(y) = \frac{2n + 1}{4\pi} P_n(x \cdot y) 
\]  

is used. Looking at (7), \( K_n(x, y) \) only depends on the angle between \( x \) and \( y \), whence \( K_n(x, y) \) can be also represented as \( K_n(x \cdot y) \).

The isotropic convolution of \( f \in L^2(S^2) \) with an axisymmetric function \( z(x) \in L^2(S^2) \), using the binary operand symbol \( \otimes \), is defined by [16], [38], [39]

\[
(I_z f)(x) = (z \otimes f)(x) = \int_{S^2} I_z(x \cdot y) f(y) \, ds(y) 
\]  

(8)

where \( I_z \) is the isotropic convolution operator and its corresponding kernel function \( I_z(x \cdot y) \) is given by

\[
I_z(x \cdot y) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \sqrt{\frac{4\pi}{2n + 1}} Y_n^m(x) Y_n^m(y) 
\]  

(9)

where \( z_n^0 = (z, Y_n^0) \). By substituting (9) in (8), we obtain

\[
(I_z f)(x) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \sqrt{\frac{4\pi}{2n + 1}} z_n^0 f_n^m Y_n^m(x) 
\]  

(10)

Comparing the kernel function (7) of the special spherical harmonic multiplication operator with that of the isotropic convolution (9), if we let

\[
v_n = z_n^0 \sqrt{\frac{4\pi}{2n + 1}} 
\]

we have \( K_n f = I_z f \). That is, the spherical harmonic multiplication in this special case is equivalent to the isotropic convolution, or we can say that the weighting sequence \( v_n \) can be constructed from an axisymmetric function defined on the 2-sphere.

### C. Matrix Representation of Bounded Linear Operators

Theorem 4.2.2 in [40] states that a bounded operator on a separable infinite dimensional Hilbert space can be represented by an infinite matrix. Hence, any bounded linear operator \( B \) defined on \( L^2(S^2) \) admits an infinite matrix representation with respect to the spherical harmonics \( Y_n^m(x) \) [38],

\[
B_{m'n}^{np} \triangleq \langle BY_n^p, Y_{m'n} \rangle 
\]  

(11)

for all \( n = 0, 1, 2, \ldots \), \( m = -n, \ldots, n \) and \( q = 0, 1, 2, \ldots \), \( p = -q, \ldots, q \). In (11), we should think of the pair \( p, q \) as a single input/column index, and pair \( m, n \) as a single output/row index. Note that the coefficient \( B_{m'n}^{np} \) represents how much of \( Y_q^p \)
as an input gets projected along the $Y_n^m$ direction of the output under operator $B$.

In this paper, to obtain the necessary conditions of a stationary point to the objective function (3) in both the spatial domain and spectral domain, we first characterize how a bounded linear operator maps input to output, with respect to the spherical harmonics $Y_n^m(x)$, and then find the matrix representations (spectral domain) and kernel functions (spatial domain) of these operators.

Assume a bounded linear operator $B$ acts on a function $f \in L^2(S^2)$, i.e., $d = Bf$. Then according to spherical harmonic Fourier transform (2), we have

$$d_n^m = \langle d, Y_n^m \rangle = \langle Bf, Y_n^m \rangle = \sum_{q=0}^{\infty} \sum_{p=-q}^{q} B_{nq}^{mp} f_p^q,$$

Therefore, in spatial form,

$$(Bf)(x) = \sum_{n=-\infty}^{\infty} \sum_{m=-n}^{n} \sum_{q=0}^{\infty} \sum_{p=-q}^{q} B_{nq}^{mp} f_p^q Y_n^m(x).$$

1) Relationship Between Kernel Function and Infinite Matrix Representation: To completely characterize a bounded linear operator, it would be convenient to find the relationship between its kernel function and the corresponding infinite matrix representation.

Substituting the kernel function $B(x, y)$ in (11), we have

$$B_{nq}^{mp} = \int_{S^2} \left( \int_{S^2} B(x, y) Y_p^q(y) ds(y) \right) Y_m^q(x) ds(x).$$

(12)

Using the inverse Fourier transform on the unit sphere (1) and by taking the conjugate on both sides, it can be shown that

$$B(x, y) = \sum_{n=-\infty}^{\infty} \sum_{m=-n}^{n} \sum_{q=0}^{\infty} \sum_{p=-q}^{q} B_{nq}^{mp} f_p^q W_{nq}^{mp}(y).$$

(13)

Remark 1: With (12) and (13), we have the mechanism for moving back and forth between the spatial domain and the spectral domain in characterizing the operator.

We now find the matrix representations and the corresponding kernel functions of the operators present in the quadratic functionals ($I_1$, $I_2$ and $I_3$) composing the objective function (3).

In relation to the spherical harmonic multiplication operator $K_v$, by substituting the kernel function (6) in (12), we have the matrix representation

$$K_{nq}^{mp} = \delta_{q}^{p} \delta_{m}^{n} \delta_{v}^{f}$$

(14)

where $\delta_{n}^{m}$ ($\delta_{p}^{q}$) is the Kronecker delta function (equals one if and only if $n = q$ ($m = p$), and is zero otherwise). Let $\langle A_w f(x) \rangle = w(x) f(x)$, where $A_w$ is a bounded linear operator. Then according to (11), we have

$$W_{nq}^{mp} = \langle A_w Y_p^q, Y_m^q \rangle = \sum_{s=-\infty}^{\infty} \sum_{r=-\infty}^{\infty} u_s^q \left[ \frac{(2s + 1)(2q + 1)(2n + 1)}{4\pi} \right]^{1/2} \times \left( \begin{array}{ccc} n & q & s \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} n & q & s \\ m & p & r \end{array} \right).$$

(15)

where $w_*^q = \langle w, Y_p^q \rangle = \int_{S^2} w(x) Y_p^q(x) ds(x)$, the arrays of integers are Wigner 3-j symbols [41], and the formula for the integral of a product of three spherical harmonics $Y_n^m(x)$ is used [42].

$$\int_{S^2} Y_p^q(x) Y_m^q(x) Y_n^m(x) ds(x) = \left[ \frac{(2s + 1)(2q + 1)(2n + 1)}{4\pi} \right]^{1/2} \times \left( \begin{array}{ccc} n & q & s \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} n & q & s \\ m & p & r \end{array} \right).$$

Therefore, according to (13), the kernel function of operator $A_w$ is given by

$$W(x, y) = \sum_{q=0}^{\infty} \sum_{p=-q}^{q} \sum_{n=-n}^{n} W_{nq}^{mp} Y_n^m(x) Y_p^q(y).$$

(16)

As $w(x)$ is real, it can be shown that $W(x, y) = W(y, x)$. As a result, the operator $A_{id}$ is a self-adjoint operator.

For one special case, $w(x) \equiv 1$ with $x \in S^2$, then $A_{id}$ is an identity operator, which we denote by $I_d$. The matrix representation in this case is $W_{nq}^{mp}$ and is given by

$$U_{nq}^{mp} = \delta_{n}^{m} \delta_{q}^{p}$$

$$= \sum_{s=-\infty}^{\infty} \sum_{r=-\infty}^{\infty} u_s^q \left[ \frac{(2s + 1)(2q + 1)(2n + 1)}{4\pi} \right]^{1/2} \times \left( \begin{array}{ccc} n & q & s \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} n & q & s \\ m & p & r \end{array} \right).$$

(17)

where $u_s^q = \int_{S^2} Y_s^q(x) ds(x)$. Note that the kernel function $U(x, y)$ corresponding to the identity operator $A_{id}$ is the 2-D Dirac delta function $\delta(x, y)$ [42], i.e.,

$$U(x, y) = \delta(x, y) = \sum_{n=-\infty}^{\infty} \sum_{m=-n}^{n} Y_n^m(x) Y_n^m(y).$$

(18)

Both expansions (17) and (18) are useful when considering their truncated forms.

Using the matrix representations of operators developed above, the weighting functions in three quadratic functionals $I_1$, $I_2$ and $I_3$ (4) can be written as

$$w(x) f(x) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \sum_{q=0}^{\infty} \sum_{p=-q}^{q} W_{nq}^{mp} f_p^q Y_n^m(x)$$

(19a)

$$\langle K_v f(x) \rangle = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \sum_{q=0}^{\infty} \sum_{p=-q}^{q} K_{nq}^{mp} f_p^q Y_n^m(x)$$

(19b)

$$f(x) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \sum_{q=0}^{\infty} \sum_{p=-q}^{q} U_{nq}^{mp} f_p^q Y_n^m(x)$$

(19c)

where $W_{nq}^{mp}$, $K_{nq}^{mp}$, and $U_{nq}^{mp}$ are the infinite matrix representations of operators $A_w$, $K_v$, and $A_{id}$, respectively.

D. Necessary Conditions of Quadratic Variational Framework

In this section, we aim to find the necessary condition of a stationary solution to the quadratic variational problem (3). Analogous to the time-frequency framework where necessary conditions in both the time domain and frequency domain are pro-
vided [4], we are interested in finding the necessary condition not only expressed in the spatial domain, but also expressed by the spherical harmonic Fourier coefficients, which can be called the spectral domain for brevity.

In this part, for simplicity, we restrict our attention to real spaces, where all quadratic functionals are real. That is, for a quadratic functional \( I(f) = \langle A f, f \rangle \) with \( f \in L^2(\mathbb{S}^2) \), where \( A \) is a linear bounded operator with kernel function \( A(x, y) \), we have \( \{A f, f\} = \{f, A f\} \). The directional derivative of \( I(f) \) at a point \( f \) along an arbitrary unit function \( u \in L^2(\mathbb{S}^2) \) is defined in analogy to [4] as

\[
D_u I(f) = \langle A u, f \rangle + \langle A^t f, u \rangle = \langle \{A + A^t\} f, u \rangle
\]

where \( A^t \) is the adjoint operator of \( A \) with kernel \( A^t(x, y) = A(y, x) \). \( \{A + A^t\} f \) is called the gradient of \( I(f) \) at direction \( u \), which we denote by \( \nabla_u I = \{A + A^t\} f \). Furthermore, if \( A \) is self-adjoint, i.e., \( A = A^t \), then we have \( D_u I(f) = 2\{A f, u\} \) and \( \nabla_u I = 2Af \).

As we have shown that both \( K_n \) and \( A_n \) are self-adjoint operators, therefore, the directional derivative of (3) can be written as

\[
D_u G(f) = 2(\mu_1 w f + \mu_2 K_n f + f, u) \quad (20)
\]

A necessary condition for a solution to a quadratic functional \( G(f) \) is that the gradient \( \nabla_u G \) vanishes for all \( u \in L^2(\mathbb{S}^2) \), i.e., \( \nabla_u G = 0 \). Therefore, \( \mu_1 w f + \mu_2 K_n f + f = 0 \), or

\[
\mu_1 w(x) f(x) + \mu_2 \int_{\mathbb{S}^2} K_n(x, y) f(y) \, ds(y) + f(x) = 0, \quad x \in \mathbb{S}^2
\]

where \( K_n(x, y) \) is given by (6). This is the spatial necessary condition for a stationary solution to the quadratic variational problem (3).

Substituting (19a)–(19c) into the spatial necessary condition (20), we obtain

\[
\mu_1 \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \sum_{q=-n}^{n} W_{nq}^{mp} f_p Y_{nm}^{*}(x)
+ \mu_2 \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \sum_{q=-n}^{n} K_{nq}^{mp} f_p Y_{nm}^{*}(x)
+ \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \sum_{q=-n}^{n} U_{nq}^{mp} f_p Y_{nm}^{*}(x) = 0.
\]

Multiplying \( Y_{nm}(x) \) on both sides of the above equation and integrating on the whole sphere \( \mathbb{S}^2 \), we get

\[
\mu_1 \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \sum_{q=-n}^{n} W_{nq}^{mp} f_p
+ \mu_2 \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \sum_{q=-n}^{n} K_{nq}^{mp} f_p
+ \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \sum_{q=-n}^{n} U_{nq}^{mp} f_p = 0
\]

where \( K_{nq}^{mp} \) is the infinite matrix representation of the spherical harmonic multiplication operator given by (14), \( W_{nq}^{mp} \) is the

infinite matrix representation of the bounded linear operator \( A_n \) in (15) and \( U_{nq}^{mp} \), given by (17), is the matrix representation of the operator \( A_n \) when \( u(x) = 1 \) for all \( x \in \mathbb{S}^2 \). Let \( \hat{f} \) be the column vector containing the spherical harmonic Fourier coefficients \( f_q^{mp} \). Therefore, the spectral necessary condition can be expressed in the matrix form as

\[
\mu_1 W \hat{f} + \mu_2 K \hat{f} + U \hat{f} = 0 \quad (21)
\]

where \( W, K, \) and \( U \) are matrices containing elements \( W_{nq}^{mp}, K_{nq}^{mp}, \) and \( U_{nq}^{mp} \), respectively.

IV. APPLICATIONS

In this section, we demonstrate use of our quadratic variational framework that can unify results for obtaining optimal signals for various energy concentration measures on the 2-sphere.

The classical examples are the spatio-spectral concentration on the 2-sphere [28]. More importantly, applying the equivalence between the spherical harmonic multiplication operation and the isotropic convolution, our framework is a good tool to design optimal waveforms, analogous to time-frequency, to achieve maximum output energy for specified linear filter system, or design matched filter for specified input signal to achieve maximum signal-to-noise ratio, especially for denoising and smoothing signal of interest. In this paper, we provide an example using our framework to obtain the optimal input signal achieving the maximum filtered energy for a linear system [34].

For simplicity, in the following examples, we use the same notation for the operators and infinite matrix representations as the spatial necessary condition equation (20) and the spectral necessary condition equation (21). However, as we have pointed out before, special notes should be given to the integration region and the summation region of spectral degree \( n \).

A. Spatial Concentration of a Band-Limited Signal

The first case is the spatial energy concentration problem for a finite energy spectral-limited signal \( f(x) = \sum_{n=0}^{N} \sum_{m=0}^{n} f_n^{mp} Y_n^{*}(x) \) in a spatial region \( \Gamma \subseteq \mathbb{S}^2 \). In this case, due to the spectral limitation \( n \leq N \), all matrix representations can be taken as finite dimensional, and this is implicit in the notation.

Let

\[
\hat{f}_N = \{f_0^0, f_1^0, \ldots, f_N^0\}^T.
\]

Using our quadratic variational framework (3), let

\[
\gamma_n = \begin{cases} 1, & \forall n \leq N, \forall |m| \leq n \\ 0, & \text{otherwise} \end{cases}
\]

and

\[
w(x) = \begin{cases} 1, & x \in \Gamma \subseteq \mathbb{S}^2 \\ 0, & \text{otherwise} \end{cases}
\]

Now the problem is to find \( f(x) \), or equivalently \( \hat{f} \), which maximizes \( I_1 \) subject to constraints \( I_2 \) and \( I_3 \). Note that in this case constraints \( I_2 = I_3 \) and

\[
K_{nq}^{mp} = \delta_{nq}^p \delta_{nm}^{mp}, \quad \forall n \leq N, \forall |m| \leq n
\]

which is an identity matrix with dimension \((N + 1)^2\).
To apply our spectral necessary condition equation (21) in matrix form, as the signal \( f(\mathbf{x}) \) is itself truncated at \( N \), let

\[
\mathbf{\hat{f}} = (\mathbf{\hat{f}}_N, 0)^T, \quad \mathbf{W} = \begin{pmatrix} \mathbf{W}_{11} & \mathbf{W}_{12} \\ \mathbf{W}_{21} & \mathbf{W}_{22} \end{pmatrix},
\]

\[
\mathbf{K} = \begin{pmatrix} \mathbf{K}_{11} & \mathbf{K}_{12} \\ \mathbf{K}_{21} & \mathbf{K}_{22} \end{pmatrix}, \quad \mathbf{U} = \begin{pmatrix} \mathbf{U}_{11} & \mathbf{U}_{12} \\ \mathbf{U}_{21} & \mathbf{U}_{22} \end{pmatrix}
\]

where \( 0 \) is a row vector with all elements 0, \( \mathbf{W}_{ij} \), \( \mathbf{K}_{ij} \), and \( \mathbf{U}_{ij} \) for \( 1 \leq i, j \leq 2 \) are the submatrices containing the elements \( \mathbf{W}_{n,p}^{m,q} \), \( \mathbf{K}_{n,p}^{m,q} \), and \( \mathbf{U}_{n,p}^{m,q} \), respectively. Especially, the degrees and orders of the elements in \( \mathbf{W}_{11}, \mathbf{K}_{11}, \) and \( \mathbf{U}_{11} \) are \( n \leq N \) and \( |m| \leq n \).

Since \( \mathbf{K}_{12} = \mathbf{0}, \mathbf{K}_{21} = \mathbf{0}, \mathbf{K}_{22} = \mathbf{0} \), and \( \mathbf{U}_{n,p}^{m,q} = \delta_{n}^{q} \delta_{p}^{m} \), we only need to solve

\[
\mathbf{W}_{11} \mathbf{\hat{f}}_N = -\frac{\mu_2 + 1}{\mu_1} \mathbf{\hat{f}}_N
\]

where \( \mathbf{W}_{11} \) is a \((N + 1)^2 \times (N + 1)^2\) matrix whose elements are given by (15) with \( w_n^m = \langle w, Y_n^m \rangle = \int_{\Gamma} Y_n^m(\mathbf{x}) d\mathbf{s}(\mathbf{x}) \).

The detailed derivation of solutions for \( f(\mathbf{x}) \) can be found in [28].

**B. Spectral Concentration of a Spatially Limited Signal**

The second case is the spectral energy concentration within bandwidth \( N \) for a spatially limited signal \( f(\mathbf{x}) \) with finite energy satisfying \( f(\mathbf{x}) = 0 \) whenever \( \mathbf{x} \notin \Gamma \subset \mathbb{S}^2 \). This variational problem is to find \( f(\mathbf{x}) \) that maximizes \( I_2 \) with \( n \leq N \) subject to constraints \( I_1 \) and \( I_3 \). Note that in this case constraints \( I_1, I_3 \). We choose the weighting functions: \( \psi(\mathbf{x}) = 1 \) with \( \mathbf{x} \in \Gamma \), and \( \psi_n^m = 1 \) for all \( 0 \leq n \leq N \) and \( |m| \leq n \). Thus, the bandwidth of \( f(\mathbf{x}) \) is infinite, therefore, only the spatial necessary condition (20) can be applied,

\[
\mu_1 f(\mathbf{x}) + \mu_2 \int_{\Gamma} K(\mathbf{x}, \mathbf{y}) f(\mathbf{y}) d\mathbf{s}(\mathbf{y}) + f(\mathbf{x}) = 0, \quad \mathbf{x} \in \Gamma.
\]

Substituting (6) with \( \psi_n^m = 1 \) for any \( n \leq N \) and \( \psi_m^m \leq n \) into above equation, we get

\[
\int_{\Gamma} \sum_{n=0}^{N} \sum_{m=-n}^{n} Y_n^m(\mathbf{x}) Y_n^m(\mathbf{y}) f(\mathbf{y}) d\mathbf{s}(\mathbf{y}) = \left( -\frac{\mu_1 - 1}{\mu_2} \right) f(\mathbf{x})
\]

which is a Fredholm integral equation of the second kind. The reader is referred to [28] for detailed derivation of solutions for \( f(\mathbf{x}) \).

**C. Maximum Filtered Energy**

In this section, applying the equivalence property of spherical harmonic multiplication operation to the isotropic convolution, we use our framework to find a finite energy, spatially limited function \( f(\mathbf{x}) \in L^2(\mathbb{S}^2) \) for \( \mathbf{x} \in \Gamma \subset \mathbb{S}^2 \), which achieves the maximum energy at the output of a specified filter, satisfying (8) with \( z(\mathbf{x}) \) axisymmetric, of bandwidth \( N + 1 \) (i.e., \( n \leq N \)), shown in Fig. 1.

With \( z(\mathbf{x}) \) axisymmetric, then

\[
z(\mathbf{x}) = \sum_{n=0}^{N} z_n^0 Y_n^0(\mathbf{x})
\]

where \( z_n^0 = \langle z, Y_n^0 \rangle \). According to the isotropic convolution (10), we have

\[
g(\mathbf{x}) = \langle I_2 f, I_2 f \rangle = \langle I_2, I_2 f \rangle = \langle I_2^* I_2 f, f \rangle
\]

where \( I_2^* \) is the adjoint operator of \( I_2 \) with kernel function

\[
I_2^*(\mathbf{x}, \mathbf{y}) = I_2(\mathbf{y}, \mathbf{x}) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} Y_n^m(\mathbf{x}) Y_n^m(\mathbf{y})
\]

Therefore,

\[
\langle I_2^* I_2 f, f \rangle = \sum_{n=0}^{N} \sum_{m=-n}^{n} \frac{4\pi}{2n+1} z_n^0 f_n^m Y_n^m(\mathbf{x}) = \sum_{n=0}^{N} \sum_{m=-n}^{n} \frac{4\pi}{2n+1} z_n^0 f_n^m Y_n^m(\mathbf{x})
\]

Now the kernel function of \( I_2^* I_2 \) is

\[
K_v(\mathbf{x}, \mathbf{y}) = \sum_{n=0}^{N} \sum_{m=-n}^{n} \frac{4\pi}{2n+1} z_n^0 Y_n^m(\mathbf{x}) Y_n^m(\mathbf{y}) = \sum_{n=0}^{N} z_n^0 |^2 P_n(\mathbf{x} \cdot \mathbf{y})
\]

Obviously, \( I_2^* I_2 \) is a self-adjoint operator.

To apply our variational framework (3) to this problem, we let \( v(\mathbf{x}) = 1 \) with \( \mathbf{x} \in \Gamma \), then we have \( v(\mathbf{x}) f(\mathbf{x}) = f(\mathbf{x}) \) and \( I_1 = \langle \mathbf{x}, f \rangle \). Further, let \( v_n^m = \frac{4\pi}{2n+1} z_n^0 \) for any \( n \) and \( m \), and let \( K_v = I_2^* I_2 \), where \( K_v \) is the spherical harmonic multiplication operator, so we have

\[
I_2 - \langle g, g \rangle = \langle I_2^* I_2 f, f \rangle = \langle K_v f, f \rangle
\]
Due to finite energy property of $f(x)$, let $I_2 = \langle f, f \rangle = \|f\|^2 < \infty$. The objective is to maximize the output signal energy $I_2$ under the constraints $I_1$ and $I_2$. Now this problem is completely captured by our framework. Therefore, depending on the explicit filter $z(x)$, the spatial necessary condition equation (20) of our framework can be directly used to find the spatially limited function $f(x)$ that achieves maximum finite energy at the output of the filter.

As an example, consider the truncated Gauss–Weierstrass kernel [23]

$$z(x) = \sum_{n=0}^{N} \sqrt{\frac{2n+1}{4\pi}} e^{-n(n+1)\xi} Y_n^0(x)$$  \hspace{1cm} (25)

where $\xi$ is a constant to control the diffusion variation. Note that the above kernel has been used in [12] for surface smoothing. Comparing (22) with (25) we can clearly see that $z_n^0 = \sqrt{2n+1} e^{-n(n+1)\xi}$. In the paper [12], though the left convolution [43] is used, the equivalence between the left convolution, denoted by $\ast$, and the isotropic convolution (8) has been proved when both filters are the same and axisymmetric, or the kernel functions are univariate [38], i.e.,

$$(T_x f)(x) = (R_f z)(x) = \frac{1}{2\pi} \int_{\theta \in SO(3)} f(\rho\eta) z(\rho^{-1}x) d\rho$$

$$= \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \sqrt{\frac{2n+1}{4\pi}} e^{-n(n+1)\xi} P_m^0(x \cdot y)$$  \hspace{1cm} (26)

where $R_f$ is the left convolution operator, $\rho = (\phi, \theta, \psi)$ is an arbitrary rotation element in $SO(3)$, $\eta = (0, 0, 1)^T$ is the north pole and $d\rho = d\sin\theta \, d\theta \, d\psi$ is the Lebesgue measure on $SO(3)$. Comparing (26) with (9) and (6), the kernel function of $R_f$ is

$$R(x, y) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \sqrt{\frac{2n+1}{4\pi}} e^{-n(n+1)\xi} P_m^0(x \cdot y)$$

According to (24) and $z_n^0 = \sqrt{2n+1} e^{-n(n+1)\xi}$, the kernel function of the spherical harmonic multiplication operator $K$, or $T_n^0 T_n$ is

$$K(x, y) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} e^{-n(n+1)\xi} Y_m^0(x) Y_m^0(y)$$

Substituting this into the spatial necessary condition equation (20), we only need to solve

$$\int \sum_{n=0}^{N} \sum_{m=0}^{N} e^{-n(n+1)\xi} Y_n^m(x) Y_n^m(y) f(y) ds(y) = \lambda f(x)$$  \hspace{1cm} (27)

where $\lambda = -n^{n-1}$. This is equivalent to the variation problem of our former work when $v_n^m = e^{-n(n+1)\xi}$ for all $n$ and $m$ [34]. Note that $\lambda$ also equals to $\langle g, \hat{q} \rangle / \langle f, f \rangle$, which is the output energy to input energy ratio. So our problem is to find an optimal function $f(x)$ with maximum value of $\lambda$.

For simplicity, assume the region $\Gamma$ is a polar cap $[0, \Theta]$. Following the same procedure as in our former work [34], let

$$X_m^m(\theta) = \sqrt{\frac{2n+1}{4\pi}} \frac{(n+m)!}{(n-m)!} P_n^m(\cos \theta),$$

$$f(\theta, \phi) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} e^{im\phi} \sum_{n=0}^{\infty} f_n^m \tilde{S}_n^m(\theta)$$  \hspace{1cm} (28)

where $f_m(\theta) = \sum_{n=0}^{\infty} f_n^m \tilde{S}_n^m(\theta)$ and $X_n^m(\theta, \phi) = X_n^m(\theta) e^{im\phi}$. After substituting the above equations into (27) and removing the $\phi$ terms on both sides which have no effect in solving the eigenvalue equation problem, we only need to solve a series of fixed-order, one-dimensional homogeneous Fredholm equations of the second kind,

$$\int_0^{\Theta} \left[ 2\sin \theta \sum_{n=0}^{\infty} e^{-2n(n+1)\xi} X_n^m(\theta) X_n^m(\theta') \right] f_m(\theta') \sin \theta' d\theta' - \lambda f_m(\theta), \hspace{1cm} \theta, m, \phi$$  \hspace{1cm} (28)

It should be noted that we can only obtain such eigenfunctions $f_m(\theta)$ for $|m| \leq N$ with nonzero eigenvalues $\lambda$. For those eigenfunctions with eigenvalues $\lambda = 0$, they vanish in $\Gamma$ and have no effect in $0 \leq \theta \leq \Theta$ [28]. After solving the above eigenvalue equation (28), the optimal associated spatial functions $f_m(\theta, \phi)$ with eigenvalues $\lambda_n > 0$ are obtained by

$$f_m(\theta, \phi) = f_m(\theta) e^{im\phi}.$$  \hspace{1cm}

Numerical Example: We use the same numerical parameters used in [34]. $N = 18$, $\Theta = 40^\circ$ and consider two cases of diffusion, $\xi = 5 \times 10^{-4}$ and $\xi = 5 \times 10^{-3}$. By applying the Gauss–Legendre quadrature method [44] to the homogeneous Fredholm equation, the distribution of the eigenvalues for $m = 0, 1, \ldots, 10$ with $\xi = 5 \times 10^{-3}$ is shown in Fig. 2.

From this figure, we can observe that the eigenvalue decreases...
Fig. 3. Optimal eigenfunctions $f_{m}(\theta)$ obtained from (28) for $N = 18$, $\Theta = 40^\circ$: (a) $m = 0$ with $\xi = 5 \times 10^{-4}$, (b) $m = 1$ with $\xi = 5 \times 10^{-4}$, and $m = 1$ with $\xi = 3 \times 10^{-3}$. $\lambda_j$ with rank $j = 1, 2, 3, 4$ are the corresponding eigenvalues of (28). (a) $m = 0$, $\xi = 5 \times 10^{-4}$, (b) $m = 1$, $\xi = 5 \times 10^{-4}$, (c) $m = 1$, $\xi = 3 \times 10^{-3}$.

D. A Joint 3-D Beamforming Scheme

To further demonstrate the full power of our proposed framework, in this section we formulate a joint 3-D beamforming scheme for spherical-aperture microphone arrays. We demonstrate that a much more flexible optimal robust beamformer can be designed by taking different weighting function $w(x)$ and the operator $K_{b}$ which represent different constraints through our framework.

Instead of maximizing the beamforming directivity only, as done in [45]–[47], our aim is to design a beamformer (or a filter) which also has good spatial resolution by achieving the maximum energy in the main lobe of the beamformer response, i.e., the spatial region $\Gamma \in S^2$ around the direction $[\hat{\theta}, \hat{\phi}]$. In the following, for simplicity, we will assume $\Gamma$ is a cap with size $[0, \theta]$. Here, we point out that our optimization problem is different from the current 3D beamforming optimization problems such as delay-and-sum (DAS) beam pattern [48] by adjusting the weights to compensate the delay, Dolph–Chebychev beam-pattern [49] by exploiting the characteristics of the Chebyshev polynomials which minimizes the null-to-null main-lobe width for a given side-lobe level or the side-lobe level for a given null-to-null main-lobe width, and the minimum variance distortionless response (MVDR) beamformer [50].

The system diagram is shown in Fig. 4, where $p = p(\theta, \phi, \theta_0, \phi_0)$ is the received wave-field at $(\theta, \phi)$ from an incidental direction $(\theta_0, \phi_0)$ with $k$ being the wave number, $d = d(\theta, \phi, \theta_0, \phi_0)$ with $0 \leq n \leq N$ and $m \leq n$ is the 3-D beamformer directing at $(\theta, \phi)$ and controlled by the weights $\{d_{nm}\}$ (or the Fourier coefficients of $d$). The beamformer kernel is given by

$$K_d(\theta, \phi, \theta_0, \phi_0) = \sum_{n=0}^{N} \sum_{m=-n}^{n} \frac{d_{nm} Y_{nm}(\theta, \phi)}{Y_{nm}(\theta_0, \phi_0)}.$$  

Using the model introduced in [46], we write the received wave field as

$$p(\theta, \phi, \theta_0, \phi_0) = \sum_{n=0}^{N} \sum_{m=-n}^{n} p_{nm}(\theta_0, \phi_0) Y_{nm}(\theta, \phi).$$
where

\[ p_{nm}(kr, \theta_0, \phi_0) = b_n(kr) Y_{nm}^*(\theta_0, \phi_0) \]
\[ b_n(kr) = 4\pi i^n \left[ j_n(kr) - j'_n(kr) \frac{h'_n(kr)}{h_n(kr)} \right], \]

with \( i = \sqrt{-1} \), \( j_n(\cdot) \) and \( j'_n(\cdot) \) are the spherical Bessel functions and its derivative, \( h_n(\cdot) \) and \( h'_n(\cdot) \) are the spherical Hankel function and its derivative, respectively. Then according to the kernel operation between the input \( p(\theta, \phi, \theta_0, \phi_0) \) and the 3-D beamformer kernel \( K_d(\theta, \phi, \theta_0, \phi_0) \), and the 3-D beamformer kernel \( K_{d'}(\theta, \phi, \theta_0, \phi_0) \), the output \( y(\theta, \phi, \theta_0, \phi_0) \) is given by

\[ y(\theta, \phi, \theta_0, \phi_0) = \sum_{n=1}^{N} \sum_{m=-n}^{n} b_n(kr) Y_{nm}(\theta_0, \phi_0) Y_{nm}^*(\theta, \phi). \]

For simplicity, we assume an omnidirectional 3-D beamformer, i.e., \( d_n^m = d_n \) for all \( |m| \leq n \). Therefore, the output \( y(\Theta) \) is written into a single point \( x = (\theta, \phi) \), and \( y(x) = \sum_{n=1}^{N} b_n(kr) d_n Y_n^0(x) \).

We now apply the variational framework (3) to determine the optimal choice of \( d_n \) to achieve the maximum energy concentration in the main lobe, i.e., we maximize \( I_2 \) under the constraints \( I_2 \) and \( I_3 \), where

\[ I_1 = \langle wy, y \rangle = \int |y(x)|^2 ds(x) \]
\[ I_2 = \langle Kw, y \rangle = \sum_{n=1}^{N} \sum_{m=-n}^{n} v_n |y_{nm}|^2 - \sum_{n=0}^{N} |d_n|^2 \]
\[ I_3 = \langle y, y \rangle = \int |y(x)|^2 ds(x) - \sum_{n=0}^{N} \frac{2n+1}{4\pi} |b_n|^2 d_n \]

with \( w(x) \) a box-car function representing the width of the main lobe of the 3D beamformer, \( b_n = b_n(kr) \) and \( v_n = \frac{4\pi}{2(n+1) \pi} \). Here, the constraint for a robust beamformer is implemented in \( I_2 \) by a sequence \( \{v_n\} \) through the operator \( K_w \). When we take the coefficients of the operator \( K_w \) with \( v_n = \frac{4\pi}{2(n+1) \pi} \), then \( I_2 \) represents the constraint of the weighting coefficients; when \( K_w \) is taken as a delta function, then \( I_2 \) is defined as the maximum directivity. The constraint \( I_3 \) means the total energy of the beamformer is limited.

\[ \mu_1 W \hat{Y} + \mu_2 K \hat{Y} + U \hat{Y} = 0, \]

in the spectral domain, where \( \hat{Y} \) is the vector containing all the coefficients of \( y(x) \). Let \( A(\theta, \phi) = \sum_{n=0}^{N} d_n Y_{nm}(\theta, \phi) \) be a directional filter which is controlled by the set of weighting sequence \( \{d_n\} \). From this, we can observe that our beamformer is jointly controlled by both the input wavefield \( p(\theta, \phi, \theta_0, \phi_0) \) through \( b_n \) and the direction filter \( A(\theta, \phi) \) through \( d_n \).

V. CONCLUSION

In this paper, we developed a quadratic constrained variational framework on the 2-sphere. Two necessary conditions corresponding to the spatial domain and spectral domain of a stationary point to the quadratic variational problem were obtained, respectively. We demonstrated the applicability of the quadratic variational framework by the well known spatial-spectral concentration work on the 2-sphere and the optimal function which maximized the filter energy and a joint 3-D beamforming scheme.
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