A Survey of Medical Image Registration on Multicore and the GPU

In this article, we look at early, recent, and state-of-the-art methods for registration of medical images using a range of high-performance computing (HPC) architectures including symmetric multiprocession (SMP), massively multi-processing (MMP), and architectures with distributed memory (DM), and nonuniform memory access (NUMA). The article is designed to be self-sufficient. We will take the time to define and describe concepts of interest, albeit briefly, in the context of image registration and HPC. We provide an overview of the registration problem and its main components in the section “Registration.” Our main focus will be HPC-related aspects, and we will highlight relevant issues as we explore the problem domain. This approach presents a fresh angle on the subject than previously investigated by the more general and classic reviews in the literature [1]–[3]. The sections “Multi-CPU Implementations” and “Accelerator Implementations” are organized from the perspective of high-performance and parallel- computing with the registration problem embodied. This is meant to equip the reader with the knowledge to map a registration problem to a given computing architecture.

IN AN OPERATING ROOM
NOT SO FAR INTO THE FUTURE

A surgeon is performing a potentially life-saving pancreatectomy on a patient in early stages of pancreatic cancer. Two small incisions of no more than half an inch allow laparoscopic tools including a video camera and an ultrasound probe to be guided inside the abdominal cavity. A third, larger incision, is occupied by a hand-access device that facilitates the operation. The surgeon is able to locate the tumor in the ultrasound view with ease. This is largely possible due to a newly installed
three-dimensional (3-D) navigation and visualization system that virtually renders the patient transparent.

The visualization system combines data from preoperative magnetic resonance (MR) and computed tomography (CT) scans with intraoperative laparoscopic ultrasound data to produce real-time high quality and dynamic 3-D images of the patient, in a process better known as multimodal registration and fusion. The high quality 3-D images of the tumor and the surrounding tissue allow the surgeon to resect the malignant cells with little damage to healthy structures.

Such a minimally invasive approach avoids the trauma of open surgery, and a faster recovery time means that the patient will be released from the hospital in just two days.

MULTIPROCESSING IN AN OPERATING ROOM

Image-guided therapy (IGT) systems play an increasingly important role in clinical treatment and interventions. By providing more accurate information about a patient during a procedure, these systems improve the quality and accuracy of procedures and make less invasive options for treatment available. They contribute to reduced morbidity rate, intervention time, post-intervention care, and procedure costs. For practical reasons, however, imaging systems that can be deployed in an operating room produce images with lower resolutions and lower signal to noise ratios than can be achieved by the state-of-the-art imaging systems preoperatively. Therefore, it is desirable to be able to use preoperative images of a patient together with those acquired during a procedure for best results.

In brain surgery, for example, the main challenge is to remove as much as the malignant tissue as possible without affecting critical structures and while minimizing damage to healthy tissue. The surgeon uses high quality CT and MR scans of the patient to carefully plan a procedure. During a procedure, however, the brain undergoes varying levels of deformations at different stages of the surgery known as the brain shift. This brain shift, a result of change in the intracranial pressure, leakage of cerebrospinal fluid and removal of tissue, affects the accuracy of earlier planning and needs to be compensated for. The surgeon may take a number of intraoperative scans to correct the plan based on patient’s current state and also to detect complications such as bleeding. To support the surgeon, the IGT system needs to register intraoperative scans with the patient and with preoperative images.

Modern medical imaging technologies are capable of producing high resolution 3-D or four-dimensional (4-D) (3-D + time) images. This makes medical image processing tasks at least one dimension more compute-intensive than standard two-dimensional (2-D) image processing applications. The higher computational cost of medial image analysis together with the time constraints imposed by the medical procedure determine the range of tools that can be practically offered through an IGT platform. It also often means that an IGT platform has to rely on HPC hardware and highly parallelized software. There are other practical considerations. For example, equipment used in an operating room should be designed to minimize footprint, power consumption, operating noise, and cost.

The continued development of multicore and massively multiprocessing architectures in recent years holds great promise for interventional setups. In particular, massively multiprocessing graphics units with general-purpose programming capabilities have emerged as front runners for low-cost high-performance processing. HPC, in the order of 1 TFLOPS, is available on commodity single-chip graphics processing units (GPUs) with power requirements not much greater than an office computer. Multi-GPU systems with up to eight GPUs can be built in a single host and can provide a nominal processing capacity of eight TFLOPS with less than 1,500 W power consumption under full load.

Hardware and architectural complexities in designing multicore systems aside, perhaps as big a challenge is an overhaul of existing application design methodologies to allow efficient implementation on a range of massively multicore architectures. As one quickly might find, direct adaptation of existing serial algorithms is more often than not neither possible due to hardware constraints nor computationally justified.

REGISTRATION

Registration is a fundamental task frequently encountered in image processing applications [1]. In medical applications, images of similar or differing modalities often need to be aligned as a preprocessing step for many planning, navigation, data-fusion and visualization tasks. Registration of images has been extensively researched in the medical imaging domain. Image based registration may use features that are derived from the subject’s anatomy or those artificially introduced specifically for registration purposes. The former class of registration methods are known as intrinsic and the latter as extrinsic [2]. Extrinsic methods involve introduction of foreign objects such as stereotactic frames or fiducial markers and may be invasive. Once attached to the subject, markers remain fixed for multiple imaging sessions and can be used to align the images. Intrinsic methods, on the other hand, are noninvasive and can be used retrospectively. They may match a small set of corresponding anatomical and geometrical landmarks, use a set of structures obtained through segmentation, or be based on the entire content of images (e.g., voxel intensities).

Content-based methods are particularly of interest since they can be fully automated but are typically compute-intensive. The focus of this survey is content-based registration methods.

Figure 1 shows various components of a general registration solver, with the main components being a transformer, a measure, and an optimizer. Registration as depicted here is an iterative process where one image is transformed within a predetermined parameter space and compared against the other. We call the former the moving and the latter the fixed image. A measure of similarity or distance is computed between the images at each step and used to determine if they are “sufficiently” aligned. This process is controlled by the optimizer that starts from an initial guess and determines subsequent
steps to reach an optimal alignment. We will discuss each component in more detail in the following subsections.

**TRANSFORMER**

The transformer maps points in the moving image to new locations in the transformed image. Depending on the registration problem, a transformation can be collinear or deformable. Collinear transformations are line-preserving i.e., map straight lines onto straight lines. Collinear transformations can be described by a $4 \times 4$ matrix acting on homogeneous vectors representing 3-D points. Examples of collinear transformations include rigid, similarity, affine, and projective (projective transformations are rarely required in medical imaging applications). For this reason, these types of transformations have nearly identical complexity. Methods that implement rigid registration can be easily extended to affine, often without any change to the transformer.

Deformable transformation methods can be further categorized as parametric and nonparametric. Nonparametric methods are based on a variational formulation of the registration problem, where the transformation is described by an arbitrary displacement field regularized by some smoothing criteria [4]. Parametric methods are based on some piecewise polynomial interpolation of a displacement field using a set of control points placed in the image domain. B-splines are the favorites because they induce local deformations that limit the computational complexity of a large grid of control points [5]. Other functions such as thin-plate splines and Bezier functions have also been used. There are efficient methods for nonparametric registration including multigrid solvers. While parametric methods are more demanding, they yield themselves more easily to multimodal registration applications.

The transformer determines the intensity of the points in the transformed image by interpolating intensity values of corresponding points in the moving image. The simplest and fastest interpolation method is the nearest neighbor interpolation. Nearest neighbor should never be used in practice, as it results in poorly shaped cost functions, but may be useful to establish the baseline performance of the transformer. The most commonly used interpolation method is linear interpolation. Other methods include quadratic, cubic, cubic B-spline, and Gaussian interpolation [6].

A transformer spends the majority of its time performing interpolations. As noted by Castro-Pareja et al. [7] interpolation of the transformed moving image does not benefit from standard memory caching mechanisms due to nonsequential pattern of access to memory with low locality. As a result, transformer performance can well become memory bound.

**MEASURE**

A method of measuring the similarity or distance between images is required for automatic registration. Ideally a similarity measure attains its maximum, where the images are perfectly aligned and decreases as the images move farther away. A distance measure, on the other hand, attains its minimum where the images are aligned.

Commonly used similarity and distance measures are summarized in Table 1. Just as different classes of transformations are suitable for modeling different geometric distortions between the images, different similarity measures are used for different intensity distortions between the images. Measures are broadly categorized based on their suitability for single-modality and multimodality problems. All of the single-modality measures listed in Table 1 can be calculated by independent computations at each spatial location. From a parallelization point of view, this makes them readily adaptable to single instruction multiple data (SIMD) instruction sets and architectures such as GPUs. Multimodality measures determine statistical (mutual information) or functional (correlation ratio) dependence of images where each image is assumed to be a realization of an underlying discrete random variable. These methods require estimation of joint and marginal probability mass functions (pmfs) of the underlying discrete random variables from image data. Methods of pmf computation can be parallelized with varying degrees of difficulty and performance improvement. We will discuss this issue in more detail in the context of MI computation on the GPU in the section “GPUs.”

**OPTIMIZER**

The optimizer is responsible for an efficient and often nonexhaustive strategy to search the transformation parameter space for the best match between the images. In image registration, optimizers can be broadly categorized as gradient-based or gradient-free, global or local, and serial or parallelizable.

Gradient-based methods require computation of partial derivatives of a cost function in addition to frequent computation of the cost function itself. Therefore, from an implementation perspective, they are more involved than gradient-free methods. The gradient computation can be based on the numerical estimation of the derivatives using finite differences. Alternatively, direct computation of the gradient can be performed when closed-form equations for the partial derivatives can be derived.
Local methods find a local optimum in the vicinity of an initial point and within their capture range. They may converge to an incorrect alignment if not properly initialized. Global methods, however, find the global optimum within a given range of parameters. They are robust with respect to selection of the initial point but at the cost of slower convergence. Global and local methods may be combined to improve robustness while maintaining a reasonable convergence rate.

Some optimization algorithms are only suited for serial execution, where each optimization step is dependent on the outcome of previous step(s). Others may be amenable to parallelization. For example, each step of the gradient descent optimization in N-dimensional space requires computation of N partial derivatives of the cost function. Here, there is limited opportunity to run up to N tasks in parallel, and of course the additional line minimization step that may follow cannot be readily parallelized. We call such methods partially parallelizable. And finally, we refer to optimization methods that have been designed for parallel execution with minimal interstep dependency as fully parallelizable.

Table 2 lists some optimization algorithms used for image registration and their respective classification.

The overall performance of a registration algorithm is dependent on the effectiveness of the optimization strategy. This in turn depends on the iterations needed for the algorithm to converge. For gradient-free optimization, we define an iteration as a step that involves a single computation of the cost function. For gradient-based optimization, an iteration is defined as a step that involves a single computation of the gradient. Depending on the type of gradient-based method this may involve several evaluations of the cost function.

Gradient-based optimizers do more in a single iteration and they also converge with a significantly lower number of iterations compared to gradient-free methods. The convergence rate of an optimizer depends on many factors including the size of the parameter space, optimizer settings (e.g., convergence criteria), and the misalignment between the images. It is also often data dependent.

The computational bottleneck of registration is not the optimizer but the computation of the transformation and the measurement. Most researchers have focused on fine-grained parallelization of these components. A few have considered coarse-grained parallelization, which involves parallelization of the optimizer itself [18], [19].

**PREPROCESSOR**

We have shown the preprocessor in dotted lines in Figure 1 to emphasize that it is an optional component. Preprocessing

![Table 1: Commonly Used Measures.](image)

<table>
<thead>
<tr>
<th>Measure</th>
<th>Acronym</th>
<th>Type</th>
<th>Usage</th>
<th>Formula*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum of Squared Differences</td>
<td>SSD</td>
<td>Dist.</td>
<td>Single-Mod</td>
<td>$D_{SSD}(I, J) = \sum_{x} (I(x) - J(x))^2$</td>
</tr>
<tr>
<td>Sum of Absolute Differences</td>
<td>SAD</td>
<td>Dist.</td>
<td>Single-Mod</td>
<td>$D_{SAD}(I, J) = \sum_{x}</td>
</tr>
<tr>
<td>Normalized Cross Correlation</td>
<td>NCC</td>
<td>Sim.</td>
<td>Single-Mod</td>
<td>$S_{NCC}(I, J) = \sum_{x} \frac{I(x) \cdot J(x)}{\sqrt{\sum_{x} I(x)^2 \cdot \sum_{x} J(x)^2}}$</td>
</tr>
<tr>
<td>Correlation Coefficient</td>
<td>CC</td>
<td>Sim.</td>
<td>Single-Mod</td>
<td>$S_{CC}(I, J) = \sum_{x} \frac{I(x) \cdot J(x)}{\sqrt{\sum_{x} I(x)^2 \cdot \sum_{x} J(x)^2}}$</td>
</tr>
<tr>
<td>Gradient Correlation</td>
<td>GC</td>
<td>Sim.</td>
<td>Single-Mod</td>
<td>$S_{GC}(I, J) = \sum_{x} \frac{I(x) \cdot J(x)}{\sqrt{\sum_{x} I(x)^2 \cdot \sum_{x} J(x)^2}}$</td>
</tr>
<tr>
<td>Mutual Information</td>
<td>MI</td>
<td>Sim.</td>
<td>Multi-Mod</td>
<td>$S_{MI}(I, J) = \sum_{x} \frac{I(x) \cdot J(x)}{\sqrt{\sum_{x} I(x)^2 \cdot \sum_{x} J(x)^2}}$</td>
</tr>
<tr>
<td>Normalized Mutual Info.</td>
<td>NMI</td>
<td>Sim.</td>
<td>Multi-Mod</td>
<td>$S_{NMI}(I, J) = \sum_{x} \frac{I(x) \cdot J(x)}{\sqrt{\sum_{x} I(x)^2 \cdot \sum_{x} J(x)^2}}$</td>
</tr>
<tr>
<td>Correlation Ratio</td>
<td>CR</td>
<td>Sim.</td>
<td>Multi-Mod</td>
<td>$S_{CR}(I, J) = \sum_{x} \frac{I(x) \cdot J(x)}{\sqrt{\sum_{x} I(x)^2 \cdot \sum_{x} J(x)^2}}$</td>
</tr>
</tbody>
</table>

* $\Omega \subset \mathbb{R}^n$ represents a $d$-dimensional image domain.

**Table 2: Classification of Some Optimization Methods.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Classification</th>
<th>Classification</th>
<th>Partially Parallelizable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Powell [12]</td>
<td>Local</td>
<td>Serial</td>
<td>Partially Parallelizable</td>
</tr>
<tr>
<td>Simplex [13]</td>
<td>Local</td>
<td>Partially Parallelizable</td>
<td></td>
</tr>
<tr>
<td>Gradient Descent [12]</td>
<td>Global</td>
<td>Fully Parallelizable</td>
<td></td>
</tr>
<tr>
<td>Levenberg-Marquardt [12]</td>
<td>Global</td>
<td>Fully Parallelizable</td>
<td></td>
</tr>
<tr>
<td>Direct [16]</td>
<td>Global</td>
<td>Fully Parallelizable</td>
<td></td>
</tr>
<tr>
<td>Genetic [17]</td>
<td>Global</td>
<td>Fully Parallelizable</td>
<td></td>
</tr>
</tbody>
</table>

1 A simplex variant, 2 multidirectional search, 3 dividing rectangles.
encapsulates a wide range of tasks that may be performed on images outside the optimization loop and at the beginning of the process. These may include filtering, rectification, gradient computation, pyramid construction, feature detection, etc. An example is given in one of the earlier efforts to parallelize image registration by Warfield et al. [20]. They extract features based on tissue labels given by prior segmentation and parallelize a feature-based interpatient registration method on a cluster of multiprocessor computers. They use the number of mismatching labels (NML) as a measure of distance in their registration algorithm.

Given that preprocessor is not in the critical pass, there is little incentive for parallelizing it. Unless of course the registration process itself is sped up to the point that preprocessing becomes a bottleneck. This is likely to become the case as registration algorithms enter the real-time domain.

**COMPUTATIONAL EXPENSE OF IMAGE REGISTRATION**

Image registration in general is computationally expensive and has been largely confined to preoperative applications. The main bottlenecks are typically the transformer and the computation of the measure. Single modality measures such as sum of squared differences (SSD) and correlation coefficient (CC) are less compute-intensive than multimodality measures such as mutual information (MI) and correlation ratio (CR). (Some authors use “normalized cross correlation” to refer to correlation coefficient. We prefer correlation coefficient, which is the accepted term in statistics.) Computation of MI requires an estimation of the joint probability density of image intensities. This typically entails, computing a joint histogram of image intensities. A seemingly simple task that is far from trivial on some massively parallel architectures such as GPUs [21].

A sample breakdown of computations in one iteration of a gradient-free optimization algorithm is given in Table 3 for affine registrations using a single modality and a multimodality measure. The measurements are based on a Quad core Intel Core i7 920 and an NVIDIA GTX 295. The time spent outside of the measure and transformation components is negligible compared to the measure and transformation. On the CPU, the execution time is dominated by the transformer whereas on the GPU, the time spent in computing the measure, particularly for the MI, exceeds the transformer time. This is expected as GPUs are designed to speed up geometric transformations. Obviously, for more complex transformation models such as the deformable B-splines, more time will be spent in the transformer for both platforms.

We note that optimization algorithms make decisions based on the measure and do not directly use the intermediate results of the transformer. As such, transformation and similarity measure computations may be performed in one step and within the same module to remove the need for storage and subsequent retrieval of transformed image data. This obviously improves performance, especially where input/output traffic is an issue. However, it also makes it more difficult to modularize the implementation and cater for arbitrary combinations of transformations and measures.

**MULTI-CPU IMPLEMENTATIONS**

**SYMMETRIC MULTIPROCESSING**

In SMP architectures, multiple CPUs/cores have access to a single shared main memory. This makes parallelization of serial code relatively straightforward. The main methods for parallelization on SMP architectures are POSIX threads (pthreads) and OpenMP [22], [23]. The pthreads standard defines an application programming interface (API) for explicit instantiation, management and synchronization of multiple threads, whereas OpenMP mainly consists of a set of compiler directives (and a supporting API) that allows for implicit parallelization.

Most serial programs can be parallelized on SMP architectures with minimal modification. The ease with which parallelization can be achieved, especially with OpenMP, can be deceiving. There is an adage in HPC circles that says “OpenMP does not make parallel programming easy, it only makes bad parallel programming easy.” We should emphasize that there is nothing inherently inhibiting about OpenMP or SMP platforms. It is only that optimal parallelization usually requires a change in the algorithm, programming model and memory access pattern in addition to the syntax. We encourage the reader to be prepared to reevaluate the approach to solving a problem on parallel systems and avoid the temptation of simply mapping a serial code to multiple threads. We also advise that use of synchronization primitives should be limited to a minimum and alternative methods to achieve an outcome without synchronization should be investigated. Synchronization refers to any mechanism for coordinating multiple threads or processes to complete a task. Examples of synchronization primitives include mutual exclusion (mutex), thread-join, and barrier. Atomic operations also involve implicit synchronization.

A good example of SMP parallelization of a registration algorithm is given by Rohlfing et al. [24]. They use pthreads to parallelize B-spline deformable registration on 64 CPUs. They exploit a combination of procedural (recomputation, multiresolution, and adaptive activation of control points) and architectural elements (e.g., data partitioning) to optimize their method. While the hardware has been long superseded, their approach is still relevant today. We would not change much about their method except that they use synchronized reduction of partial joint histograms into a global histogram in the MI computation phase by using the mutex lock. One can avoid the need for synchronization by dividing partial histograms and the resulting global histogram among the available threads. For $N$ threads,
this divides each partial histogram into \( N \) equally sized non-overlapping regions. Each thread, then, computes part of the global histogram by summing values across corresponding regions of partial histograms. Since the regions are non-overlapping, the computations are guaranteed to be free of write-conflicts and no synchronization is required.

**MULTIPROCESSING WITH NUMA**

Efficient memory access is an important design consideration in multiprocessor systems with many cores where maintaining an efficient cache coherency on a single-shared-bus becomes less practical as the number of processors increases. NUMA architecture divides memory into multiple banks; each assigned to one processor. Processors have faster access to their local bank than remote banks attached to other processors.

Access to memory on remote banks can be several times slower than access to local memory. This is due to data traveling through a longer path and also transient access requests by other processors that may require the memory bus to be shared. Figure 2 shows the schematic of a multiprocessor system with a NUMA architecture. An algorithm that is optimally designed for NUMA makes only infrequent attempts to access data on remote banks. A parallel application can theoretically achieve linear scalability with respect to memory throughput whenever proper distribution of memory to local banks is possible.

Image registration can be efficiently implemented on NUMA architectures as shown in Figure 3. Both the transform and measure computation can work on a spatial subset of the images. To achieve optimal performance, the fixed image \( F \) is divided among the memory banks and the corresponding portion of the transformed moving image \( M(T) \) will also be stored on the same memory bank. However, the path taken by the optimization algorithm cannot be determined a priori and the transformer will use different areas of \( M \) to create the local portion of \( M(T) \) at each iteration. As such, each memory bank will need to receive a local copy of the moving image \( M \) during the initialization step. Given that the optimization algorithm will take several iterations to converge, this initial overhead is justified.

The distribution of resources to specific memory banks requires setting an appropriate memory and processor affinity. Processor affinity refers to explicit binding of a thread to a specific processor. Memory affinity is explicit allocation of data on a specific memory bank. This is operating system dependent and will make the code less portable. The alternative is, of course, to be completely oblivious to the memory architecture and hope that the compiler and the operating system will make the right decisions. This may not be an entirely unreasonable strategy, depending on the number of processors and whether a program is memory bound or CPU bound. However, as the number of available CPUs increases or for programs that are memory intensive, it becomes more important to design an optimal memory access strategy.

**MULTIPROCESSING WITH DISTRIBUTED MEMORY**

DM architectures are characterized by lack of access to a global shared memory available to all processors. DM systems are typically built by clustering SMP or NUMA nodes. As such, in distributed architectures, subgroups of processors have access to shared memory.

From a programming standpoint, these systems are characterized by the need for explicit data distribution and interprocess communication. The former has to be built into the application design and the latter is most commonly achieved through the message passing interface (MPI) [25].

The model given for data distribution in NUMA Figure 3 can be equally applied here. An early implementation is given by Butz and Thiran [18], where a Linux cluster was used to speed up MI-based registration for a global genetic optimizer. In [26], Ino et al. further partition the moving image to reduce the memory usage. This is motivated by the need to process large images in the order of \( 1,024 \times 1,024 \times 590 \) voxels. Partitioning both images also reduces traffic on the network during initialization. This can be an important consideration as the number of nodes increases and the overhead of the initialization phase compared to the optimization phase can no longer be ignored. Partitioning the moving image requires a prior estimate of the range of transformation parameters to ensure that a large enough portion of the image is loaded for the transformer.

A variation is given by distributed shared memory (DSM) architectures, where a large virtual address space is made available to all processes across all nodes. DSM can only hide the
mechanism of communication between processes and not the associated latency. We argue that if the end goal is to achieve the highest performance, little benefit can be drawn from the convenience of a DSM architecture and the program should be designed to be aware of the locality of data.

Wachowiak and Peters [19] develop MI-based registration for a DSM architecture. Their implementation does not take memory locality into account, but they use DIRECT and MDS parallel optimization methods to their advantage. This coarse-grained parallelization results in lower communication-to-computation overhead.

As some authors have pointed out [27], a major benefit of DM clusters is their lower cost compared to many-core SMPs or DSM systems.

ACCELERATOR IMPLEMENTATIONS

GRAPHICS PROCESSING UNITS

The majority of recent research in multicore adaptation of registration algorithms has been focused on GPUs [28]–[34]. There are several reasons for the interest in GPUs. Thanks to fierce competition and driven by the gaming industry, GPUs today provide some of the highest performance per dollar and the lowest power consumption per FLOPS of any computing platform. While not every radiology department can afford the cost and space needed by a conventional HPC data center, they can certainly benefit from unlocking the computational power of the GPUs in their existing computers.

GPU implementations tend to be more challenging than multicore CPU implementations and are more rewarding in terms of achievable performance gains. Earlier work in this area (mainly prior to 2007) [35]–[42] involved devising methods to map the registration problem onto a graphics pipeline that was not specifically designed for general-purpose computing. The GPU landscape has since gone through a seismic change with the introduction of native general-purpose computing capabilities in late 2006. The GPU registration literature prior to 2007 has been superseded from both hardware and software perspectives. We will focus on the latest technology for general-purpose computing on GPUs in this section.

The modern software platforms for general-purpose programming on the GPU are currently NVIDIA’s CUDA [43] and AMD/ATI’s Brook+ [44]. These platforms are vendor-specific, however. OpenCL compliant implementations that provide hardware-independence are being gradually released by the vendors. This essentially invalidates the only remaining argument in favor of using the graphics pipeline for general-purpose programming, which has been better portability.

None of the papers we considered for this survey developed their methods for ATI Brook+. It appears that the research community has almost exclusively adopted CUDA as their preferred GPU platform. This is likely to change with wider support for OpenCL in non-GPU architectures such as IBM’s Cell/BE and Intel’s Larrabee.

Modern GPUs extend the single instruction multiple data (SIMD) paradigm to a single instruction multiple threads architecture (SIMT). SIMT provides more flexibility by parallelism for (almost) independent threads as well as data-parallel code. GPUs achieve their computational performance by dedicating more transistors to their arithmetic logic units (ALUs) for data processing, at the expense of reduced flow control and data caching. They extend the conventional thread-level parallelism by introducing two additional layers of parallelism in the form of closely knit groups of threads known as warps or wavefronts, and groups of warps/wavefronts known as thread blocks or simply blocks. Warps are significant since they define the unit of flow control in a GPU. Threads in a warp are bound to execute the same instruction (on different data). Diverging paths of execution for threads in a warp result in serial execution of all paths. Hence, an important consideration in adapting parallel code to GPU architecture is minimizing diversion in warps. This can be achieved by designing warp-aware algorithms and reorganizing data to optimize flow control. An example of such an approach is given in [33].

Another notable technical feature in the current generation of GPUs is the availability of an abundance of high bandwidth on-board RAM. The memory bandwidth of top-of-the-line GPUs exceeds 140 GB/s and cards with up to 4 GB of memory are available. This is particularly important for medical image analysis applications that have to deal with large 3-D data sets. Despite an extremely high bandwidth, the GPU’s main memory is largely uncached and suffers from a rather large latency. Hence to fully utilize the bandwidth and achieve an optimal performance, one needs to understand the hardware architecture and its various memory and limited caching models. Optimum use of memory such as coalesced transfers may speed up an application by an order of magnitude. This level of flexibility is typically available with lower-level APIs and runtime SDKs such as CUDA (NVIDIA) [43] and CAL (ATI/AMD) [44]. Programs developed with a lower-level API lack portability and need to be maintained as the hardware evolves. Abstraction layers such as OpenCL and Brook+ avoid these issues by hiding memory management details from the developer. However, better portability may come at the cost of sub-optimal performance.

GPUs are well equipped for speeding up geometric transformations. Geometric transformations (regardless of their type) require some sort of interpolation that involves reading the content of adjacent voxels in a cubic region of memory. Standard computer architectures are designed to optimize sequential memory access through their caching mechanism. This does not fully benefit 3-D interpolations over a cubic mesh. Modern GPUs, on the other hand, support a 3-D texture addressing mode that takes the geometric locality into account for caching purposes. This greatly improves the efficiency of transformations on the GPU.

Different MI computation methods on the GPU have been reported in the literature. Shams et al. compute MI by computing joint histograms on the GPU in [21], [29], and [33]. A main finding is that for different sized histograms (number of bins used for MI computation), the optimal algorithm differs. For bin
ranges typical in MI computation (100 × 100 and above) an efficient histogram computation algorithm specifically designed for massively multiprocessing architectures is presented in [33]. The paper describes a new method for histogram computation (sort and count) that removes the need for synchronization or atomic operations, based on sorting chunks of data with a parallel sort algorithm such as bitonic sort. Lin and Medioni [30] report an adaptation of Viola’s MI computation approach [8]. Their method approximates the joint pmf by stochastic sampling of the image intensities and using Parzen windowing. This method lends itself well to parallelization on the GPU, reduces the computational burden of transformations by only using a subset of image data, and provides analytic equations for computation of MI derivatives. However, sparse sampling of the data set may compromise accuracy of the registration [37]. A sampling method specifically designed for the GPU is given by Shams and Barnes [29]. This method samples the bin space for computing histograms rather than the intensity space. The method improves performance of computations and is subject to the same trade off between performance and accuracy. We note that a majority of researchers use direct computation of the histogram [3].

A natural extension to parallelization of registration algorithms on the GPU is horizontal parallelization across multiple GPUs. Multi-GPU systems belong to DM class of parallel architectures. An implementation on such systems involves data partitioning and the use of MPI as discussed in the section “Multiprocessing with Distributed Memory.” We recommend the reader to refer to a more detailed discussion of the subject by Plishker et al. [45].

**CELL BROADBAND ENGINE**

Cell broadband engine (Cell/BE) is an asymmetric heterogeneous multicore processor with a DM architecture. It comprises a general-purpose PowerPC core known as a PPE and eight specialized vector processing cores known as SPEs. Each SPE is equipped with a four-way SIMD engine and has its own small (uncached) memory known as the local storage. Local storage is only 256 KB in the current generation of hardware, and it is shared between data and kernel instructions.

Optimal implementation of registration algorithms on Cell/BE architectures involves task-level parallelization, data partitioning, and vectorization of the code for the SPEs’ SIMD engine. It also involves handling the transfer of data between the system memory and SPEs’ local storage. The results by Ohara et al. [46], [47] and Rohrer and Gong [48] provide good insight into challenges involved in designing registration on this architecture for collinear and deformable registration, respectively.

**FIELD PROGRAMMABLE GATE ARRAYS**

A custom field programmable gate array (FPGA) accelerator prototype for MI-based rigid registration is given by Castro-Pareja et al. in [7]. They argue that a major bottleneck in MI computation using Collignon’s method [9] is partial volume (PV) interpolation and that it is memory bound. They improve performance by parallelizing access to memory and assigning independent memory controllers and types of memory for storage and access to the fixed image, the moving image, and the joint histogram. A cubic addressing scheme is used for the moving image to speed up the interpolation. This is similar to caching available in GPUs for access to texture memory. An enhanced version of [7] is presented in [49] and a multirigid version with volume subdivisions is given by Dandekar [50].

FPGAs allow one to design customized hardware for specific registration tasks. However, they provide less flexibility compared to software-based implementations. With flexible general-purpose programming capabilities of modern GPUs, it is doubtful if FPGA-based implementations present any real benefit in this area.

**SUMMARY OF THE LITERATURE**

We have summarized existing contributions in HPC of registration methods in Table 4. The table serves as a quick reference to an array of methods on various platforms and by different groups.

Researchers have used various methods to present their performance results. All groups report at least the speedup results compared to a single-core CPU implementation. When interarchitecture comparisons are drawn, it is not always clear how well the CPU implementation has been optimized, if the streaming SIMD extensions (SSE) instruction set has been used, whether the code has been compiled as 64- or 32-b, or if 64- or 32-b floating point operations have been used. For these reasons, speedup results should be interpreted with caution, more so when the reported speedups are in the order of a hundred times or more.

Most groups report their speedups for the entire registration algorithm and for specific data sets. Comparison of different results is further complicated as authors may have implemented a multiresolution scheme to further speed up the process and used different convergence criteria. We have reported/estimated the results for the finest resolution in Table 4, whenever possible. As discussed earlier, the execution time is an almost linear function of the number of iterations of the optimization algorithm. Convergence criteria are most commonly based on the value of the measure and its relative improvement in a given step of the optimization. A less common approach is to set a fixed number of iterations as the convergence criterion. We call the former strategy dynamic convergence and the latter static convergence. Lack of associativity for floating point operations have the inevitable consequence that the same optimization algorithm operating on the same data set converges with different number of iterations on different architectures when dynamic convergence is employed. Even on the same architecture, compiler optimization of floating point operations results in variations. Unless experiments are performed on a large set of images, this skews the performance results one way or the other.
<table>
<thead>
<tr>
<th>TRANSFORM</th>
<th>MEAS.</th>
<th>OPTIMIZER</th>
<th>HARDWARE</th>
<th>YEAR</th>
<th>PERF.</th>
<th>COMMENTS</th>
<th>GROUP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CPU</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COLLINEAR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RIGID</td>
<td>SSD</td>
<td>SIMPLEX</td>
<td>Geforce 6800</td>
<td>2006</td>
<td>98.0</td>
<td>CODED IN OPENGL AND GGLS</td>
<td>KOHN [51]</td>
</tr>
<tr>
<td>RIGID</td>
<td>?</td>
<td>GRAD. DESC. (B)</td>
<td>Geforce 6800</td>
<td>2006</td>
<td>858</td>
<td>CODED IN OPENGL AND GGLS</td>
<td>KOHN [51]</td>
</tr>
<tr>
<td>RIGID</td>
<td>VARIOUS</td>
<td>CUSTOM</td>
<td>Quadro FX 1400, FX 3400, GTX 7800</td>
<td>2006</td>
<td>968</td>
<td>2-D/D-D REGISTRATION</td>
<td>KOHN [51]</td>
</tr>
<tr>
<td>RIGID</td>
<td>VARIOUS</td>
<td>ARS + SN</td>
<td>Geforce 6800 GT</td>
<td>2006</td>
<td>808</td>
<td>VARIOUS MEASURES (E.g., SSD, CC, GC)</td>
<td>KHAN [37]</td>
</tr>
<tr>
<td>RIGID</td>
<td>MI</td>
<td>SIMPLEX</td>
<td>GTX 8800 (16 MP/128 CORES)</td>
<td>2007</td>
<td>6.17</td>
<td>CUDA 1.0 (NO SUPPORT FOR 3D TEXTURES), MI ESTIMATED BY BIN SAMPLING</td>
<td>SHAMS [29]</td>
</tr>
<tr>
<td>RIGID</td>
<td>SSD</td>
<td>SIMPLEX</td>
<td>GTX 8800 (16 MP/128 CORES)</td>
<td>2008</td>
<td>6.05</td>
<td>MI ESTIMATED BY SAMPLING</td>
<td>PLISKER [31]</td>
</tr>
<tr>
<td>RIGID</td>
<td>MI</td>
<td>GRAD. DESC. (A)</td>
<td>GTX 8800 (16 MP/128 CORES)</td>
<td>2008</td>
<td>6.05</td>
<td>MI ESTIMATED BY SAMPLING</td>
<td>PLISKER [31]</td>
</tr>
<tr>
<td>RIGID</td>
<td>MI</td>
<td>POCKET</td>
<td>GTX 280 (30 MP/240 CORES)</td>
<td>2008</td>
<td>4.06</td>
<td>CUDA 2.0, USING 3D TEXTURES, MI COMPUTED USING BITONIC SORT AND COUNT</td>
<td>SHAMS [33]</td>
</tr>
<tr>
<td>B-SPLINE</td>
<td>NMI</td>
<td>GRAD. DESC. (D)</td>
<td>SGI Origin 3800 (128 MPIS 12K)</td>
<td>2003</td>
<td>0.23</td>
<td>SMP, MAX. CPUS USED: 64</td>
<td>ROHLFING [24]</td>
</tr>
<tr>
<td>B-SPLINE</td>
<td>NMI</td>
<td>GRAD. DESC. (D)</td>
<td>PC CLUSTER (64 X 2 PENTIUM III 1GHZ)</td>
<td>2005</td>
<td>0.17</td>
<td>DM (MYRINET)</td>
<td>INO [26]</td>
</tr>
<tr>
<td><strong>GPU</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COLLINEAR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RIGID</td>
<td>MI</td>
<td>POCKET</td>
<td>Geforce 3 64 MB</td>
<td>2002</td>
<td>2.02</td>
<td>2-D/2-D, MULTIGRID SOLVER USED</td>
<td>SOZA [35]</td>
</tr>
<tr>
<td>NON-PAR.</td>
<td>SSD</td>
<td>GRAD. DESC. (B)</td>
<td>Geforce FX 5800 Ultra</td>
<td>2004</td>
<td>4.06</td>
<td>CODED IN OPENGL AND GGLS</td>
<td>STRZODKA [36]</td>
</tr>
<tr>
<td>NON-PAR.</td>
<td>SSD</td>
<td>GRAD. DESC. (B)</td>
<td>Geforce 6800</td>
<td>2007</td>
<td>2.86</td>
<td>CODED IN OPENGL AND GGLS</td>
<td>KOHN [51]</td>
</tr>
<tr>
<td>NON-PAR.</td>
<td>MI + KL</td>
<td>GRAD. DESC. (D)</td>
<td>GTX 7800</td>
<td>2007</td>
<td>2.86</td>
<td>CODED IN OPENGL AND GGLS</td>
<td>KOHN [51]</td>
</tr>
<tr>
<td>NON-PAR.</td>
<td>MI + KL</td>
<td>GRAD. DESC. (C)</td>
<td>Unix Ultra (16 MP/128 CORES)</td>
<td>2008</td>
<td>3.24</td>
<td>MI AND KULLBACK-LIBLER MEASURE</td>
<td>FAN [40]</td>
</tr>
<tr>
<td>DEMONS</td>
<td>SSD</td>
<td>ITERATIVE</td>
<td>Quadro FX 1400</td>
<td>2007</td>
<td>1.05</td>
<td>CODED IN OPENGL AND GGLS</td>
<td>COUR [41]</td>
</tr>
<tr>
<td>DEMONS</td>
<td>SSD</td>
<td>ITERATIVE</td>
<td>GTS 8800 (12 MP/96 CORES)</td>
<td>2007</td>
<td>1.17</td>
<td>CODED IN OPENGL AND GGLS</td>
<td>COUR [41]</td>
</tr>
<tr>
<td>DEMONS</td>
<td>CC</td>
<td>ITERATIVE</td>
<td>Quadro FX 5600 (16 MP/128 CORES)</td>
<td>2008</td>
<td>9.25</td>
<td>CODED IN OPENGL AND GGLS</td>
<td>SHARP [28]</td>
</tr>
<tr>
<td>OTHER ACCELERATORS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COLLINEAR</td>
<td>RIGID</td>
<td>MI</td>
<td>FPGA (2 X ALTERA 1K100 80 MHZ)</td>
<td>2003</td>
<td>0.10</td>
<td>MI PARTIALLY COMPUTED IN HW</td>
<td>PAREJA [7]</td>
</tr>
<tr>
<td>RIGID</td>
<td>N/A</td>
<td>N/A</td>
<td>FPGA (1 X ALTERA EPI540 200 MHZ)</td>
<td>2004</td>
<td>2.00</td>
<td>MI FULLY COMPUTED IN HW</td>
<td>PAREJA [49]</td>
</tr>
<tr>
<td>AFFINE</td>
<td>MI</td>
<td>GRAD. DESC.</td>
<td>FPGA (2 X CELLOBE: 2 X 1 PFE AND EIGHT SPE)</td>
<td>2007</td>
<td>9.88</td>
<td>MI ESTIMATED BY SAMPLING</td>
<td>OHAARA [47]</td>
</tr>
<tr>
<td>MULTIRIGID</td>
<td>B-SPLINE</td>
<td>SIMPLEX</td>
<td>FPGA (1 X ALTERA EP5180 200 MHZ)</td>
<td>2007</td>
<td>13.4</td>
<td>MI FULLY COMPUTED IN HW</td>
<td>DANDEKAR [50]</td>
</tr>
<tr>
<td>MULTIRIGID</td>
<td>B-SPLINE</td>
<td>SIMPLEX</td>
<td>FPGA (1 X ALTERA EP5180 200 MHZ)</td>
<td>2008</td>
<td>6.69</td>
<td>MI ESTIMATED BY SAMPLING</td>
<td>ROHNER [48]</td>
</tr>
</tbody>
</table>

1. Normalized performance in milliseconds per megavoxel per iteration (ms/MVoxel/itr).
2. Previously unpublished result.
3. Additional information provided by the authors to complete the table or to compute normalized performance results.
We have given normalized performance results in Table 4 where possible. The word “performance” is ambiguous in the context of registration. It is sometimes used to refer to the degree of success for a registration algorithm based on accuracy of the registration results. In this article, we use “performance” in its computational capacity referring to execution efficiency of the registration algorithm. The purpose of normalizing the reported results is to give the reader an indication of the speed-ups expected from a method without dependence on the size of images involved, convergence criteria, use of a multiresolution scheme, and to some extent the type of optimization algorithm. Normalized results are given in terms of average execution time in milliseconds for a single iteration of the optimization algorithm and for processing 1,000,000 voxel pairs (ms/MVoxel/itr).

Many authors have used gradient descent as their optimization algorithm, largely due to its simple structure and ease of implementation. Once the gradient is computed, the choices include taking a single step in a direction opposite to the gradient where the step size may be adjusted over time, or use of a line minimization algorithm such as Brent’s [12]. Line minimization usually involves several computations of the cost function alone without its derivatives.

When comparing results it is important to identify which variation of the gradient descent is used. We have come across four different implementations:
- Type A: closed-form differentiation with a single step.
- Type B: closed-form differentiation with line minimization.
- Type C: numerical differentiation with a single step.
- Type D: numerical differentiation with line minimization.

Most authors exclude initialization time, including disk IO and loading data from host memory to GPU memory. This is a reasonable practice since initialization time is typically a small fraction of the registration task. Initialization occurs at the beginning of the registration algorithm whereas the optimization loop is executed several times.

Some of the information presented in Table 4 were not immediately available in the original manuscripts and were provided by the authors of the respective papers. Unless specifically specified, listed methods are for 3-D/3-D registration.

**FINAL WORDS**

Over the last decade, a rich and diverse literature on HPC of medical image registration has emerged. Research in this area continues to be motivated by the need to minimize the overhead of image registration that is used as an integral part of image-guided intervention and ICT systems. The continued research in this area will also facilitate the adaptation of existing preoperative guided intervention and IGT systems. The continued research in image registration that is used as an integral part of image-guided intervention and ICT systems.
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