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Abstract— We study a wireless communications system thatap-  Recently, there has been an effort to apply the principle
plies time reversal to transmit the desired signal, so that it focuses of TR to electromagnetic waves at radio frequencies. The
spatially and compresses temporally on the intended receiver. Our first experimental demonstration showed that indeed it is
theoretical calculations relate the achievable temporal and spatla . . . . .
compression to the channel propagation characteristics and the possible to achlgve temporal comp_ressmn of W'dEbanq lsigna
number of transmit antennas. We illustrate our theoretical that are transmitted over the radio channel [9]. A different
results with parameters taken from the IEEE 802.11n channel experiment illustrated the spatial focusing propertiesT&f
model. The results verify the intuition that temporal and spatial for electromagnetic waves using a narrowband system [10].
focusing depend strongly on the delay spread and the angular The host-processing of wideband fixed wireless access ehann
characteristics of the channel. L :

measurements showed that it is indeed possible to reduce the

Index Terms— Wireless communications, time reversal, delay delay spread of the channel, by using conventional TR or

spread, spatial focusing. advanced weighting schemes [11], [12]. The same result was
shown in a more conventional cellular environment in [13],
|. INTRODUCTION [14].

IME reversal (TR) is a method to focus spatially and Temporal focusing is a desired property because it provides

compress temporally broadband signals through a ricfﬂtymethod to reduce intersymbol interference (I1SI). Commonl
scattering environment [1], [2]. It involves two stages. I§uch an issue is addressed by increasing the receiver com-
the first stage (channel estimation stage), a source emitpléxity using advanced equalization or multi-carrier soks
short pilot signal. This signal propagates in a richly smaty (e.9. OFDM). However, applications such as sensor networks
medium. Its response is recorded by each element of E@guire that the receiver complexity is limited, and thesreer
array that will act as a transmitter in the data transmissi@an only perform symbol-by-symbol detection. Such an appli
stage. The duration of each of these recorded signalsCafion would benefit from schemes that lower the ISI.
significantly longer than the initial pilot pulse due to nipike Spatial focusing on the intended receiver is also a desirabl
scattering. The second stage is the actual data transmissjpoperty because it indicates that the communicationesyst
In this stage, all the elements of the transmitter array sehds a low probability of intercept (LPI) by another receiver
the same data stream, and each one filters the signal toldgated nearby [15].
transmitted through ime-reversal filteri.e. a filter that has a  Statistical robustness is also a desirable property bedaus
form similar to the signal recorded at that particular eletneindicates that the spatial and temporal focusing propesgie
during the channel estimation stage, reversed in time (tbe fiobserved consistently over the fading statistics of thencbh
portion recorded becomes the last portion transmitted@s&h In this paper we study the advantages gained by MISO-
transmitted signals focus sharply in space and comprdsifytig TR communication in terms of temporal and spatial focusing
in time at the source location. Moreover, they do so robustiynd relate them to the channel propagation properties and th

Extensive laboratory TR experiments have shown this spgytstem size, under the following assumptions:
tial focus and temporal compression across a broad range of
settings in ultrasound experiments (see [3] and referecmes *
tained therein). In each of these experiments, spatialsiagu
and temporal compression occur robustly.

Much research activity has been dedicated to using TR for
multiple-input/single-output (MISO) underwater commeas o )
tion systems. In fact, several experiments in the ocean halle do not show the statistical robustness of these propertie
demonstrated MISO-TR communications to be feasible [4]_ For our channel parametrization, we use the IEEE 802.11n

The elements of the transmitting array have perfect Chan-
nel State Information (CSI),

« The channel is statig.e. it is the same during both stages
of the TR process, as would be consistent with block
fading models.

8]. channel model that is applicable for systems with bandwidth
_ up to 100 MHz around eitheR.5 or 5 GHz. We illustrate the
Manuscript Draft: October 15, 2007 theoretical results and demonstrate that the key parasneter
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the received power is lower than the power on the intended2) Data transmission:The second stage is the actual data
receiver by10dB. transmission. The TX uses the CSI it acquired during the
The remainder of this paper is organized as follows. lghannel estimation stage to transmit the signal to the RX.
Section Il we discuss a TR system. In Section Il we discudde elements of the transmit array transmit simultanecthay
the channel model that is used for our simulations. In Sectisame signaik(¢), and each filters it through the time reversed
IV we show the theoretical results that govern temporal aiid phase conjugated version of its respective CIR to the
spatial focusing. Section V illustrates the theoreticaluies intended RX. Let the baseband representation of the signal
and the effect of the various parameters that affect spatialt) to be transmitted be given by
temporal focusing using numerical calculations. The aencl

sions are summarized in Section VII. z(t) = VP Z Brd(t — kT) 1)
k=—o0
Il. SYSTEM DESCRIPTION where P is the transmitted power, arif], is the symbol time.

It denotes the time by which consecutive symbgls are

Lower case letters indicate functions in time, whereas uppieparated. It is related to the bandwidghof the system and
case letters are used for their frequency domain repregemta the pulse shaping functiop(t) that is used. The quantity,
Bold letters indicate vectorg,) denotes the complex conjugatedenotes the mapping of the data streamthat is destined
of the argument-), and® denotes the convolution operatorfor the user atrzx for the modulation scheme used. The
E[] denotes the expectation of the argument constellation p.oints are selected so @tﬁﬁ} =1, in order

In the following, TX will stand for transmitter while RX for the transmit power to be determined by
for receiver. We look at the baseband representation of thdf 9m(t) is the filter at them-th transmit antenna, then
signals and therefore consider them to have spectral donten . -
in [-B/2, B/2], whereB is the system bandwidth. The actual gm(t) = A-h(=tirrx,, TrX) @
communication occupies the spectrifa — B/2, f. + B/2] rpy. is the location of then-th transmit antenna. The scaling
around the carrier frequencj.. In the following we denote factor A is determined so that the TR filters do not introduce
ash(t;rrx,rrx) the channel impulse response (CIR) fronany signal amplification. It is irrelevant for our analysisda
a transmitter at locationyx to a receiver at locationgx. we therefore drop it from our notation.

The received signal at the RX ig¢) and can be written as

A. Fundamentals of TR Systems

y(t) =
We describe the operation of a downlink communications
system withNpx transmit antennas as a two-stage process.
The first stage is thehannel estimationand the second stage [ <=
is the data transmission > htirrx, vrx) @ h(=5 e, TRY) | @ (1) +n(t),
=1
1) Channel estimation:The first stage is the channel es- " 3

timation stage, during which each element of the TX arrayheren(t) is the receiver noise, assumed to be additive white
obtains knowledge of the CIR to the intended RX. There a@aussian noise.
several ways in which channel estimation can be implementedi\e define the equivalent CIR.,(¢) as
1. The accuracy of the channel state information (CSI) at the
TX depends on the implementation details, the quantization
noise, I?he additive noisepduring the process, the rgpeliﬁte heq(t) = Z ht:rrx, ., rax) ® M(—tirrx,, rax). (4)
and the rate of change of the channel. In this paper, we are m=t
not concerned with the specifics of the channel estimatiah an The equivalent CIR is given as the sum of the autocorrela-
assume that the transmitter has perfect and instantanegius @ons of the CIRs to the individual array elements. Therefor
it is symmetric around = 0, and achieves its maximum at
1Two possible ways in which channel estimation can be implerdeate: t = 0. This determines th_e SYnChronization between TX and
o Uplink channel estimation: The intended RX sends a pilotaligand RX, aS_We" as the samp.llng _tlme at the RX_' )
each element in the transmitting array records the convalutfothis The inherent assumption in the formulation above is that
Pri]'Ot signal ‘{‘t'“h ]Ehti fﬁﬁsgle‘:h?: ifshi:I’s, gh‘t?hg'gni_f f?gtrinm;“gggngﬁ the channel transfer functions have not changed in the data
;rfa;,eg'lz:;’g'n{ o the el BY. This approach can be usaén ¢ FaNSMission stage relative to the channel estimationestag
division duplex (TDD) systems, where the ends of the commuinicat This simplification is valid in slowly varying environmentsr

link take turns in sending data. . _ when the channel estimation is repeated and the channel stat
« Downlink channel estimation: The TXs send training sequemceilot

symbols, and the intended RX estimates the CIR from each trémeni information is updated frequemly‘ The effect of time-vagy

element. It then feeds back this information to the TX arrayisTh channels is beyond the scope of this paper.

approach is more suitable for frequency division duplex (ffBistems By the properties of TRin richly Scattering media, the slgna
where uplink and downlink communications occupy differenttpaf . ted to f tiall t the RX d

the radio spectrum. y(t) is expected to focus spatially a e and compress

temporally.

Nrx




B. Temporal focusing ongoing research with respect to information security,
The common measure for the temporal extent of the CIR is ~ Put is however beyond the scope of this paper.

the root mean square delay spredds)), which is defined as We are interested in the spatial distribution of the interfe
the second central moment of the channel power delay profiace, and therefore consider the equivalent Glg¢;r') at

pdp(T): locationr’:
Nrx
) . 1 heq(t;t) = Y h(t;rrx,,,r') @ h(—trrx,, . Trx)  (8)
pS=(—t / (7 — Tonean)? pdp(r)dr m=1
S pdp(T)dr J o0 whereh(t;rry,,,r') indicates the CIR from then-th TX to
) r.
where ) Assuming a perfectly synchronous system, and keeping in
pdp(t) = E [|h(7)| ] (6) mind that the equivalent CIR on the intended RX achieves
oo its maximum att = 0, we concentrate on the value of the
R — 1 / rpdp(r)dT @) interference at that sampling instang. we are interested in:
S 2 pdp(r)dr J oo
IF(I‘/) = heq(o; I‘/). (9)

The power delay profile is calculated as the expected value of

the power of the CIR within the local area of the transmittefZlearly this is not necessarily the maximum bfq(¢;x’).

receiver. It has the advantage though that it lends itself to tractable
In wideband channels, symbol-by-symbol detection is in&nalytical calculations. For our analysis we will study how

paired by intersymbol interference (ISI), which is causgd Bhe interference decays as the distance from the intended RX

the delayed copies of the signal arriving at the receiveh wigrows.

delays larger than the symbol period. In order to combat

ISI, several techniques have been proposed. For example, 1. CHANNEL MODEL

CDMA systems exploit the delayed channel taps with a rake |, ihe following, we give a brief description of the princi-

receiver, and OFDM systems separate the bandwidth i that underlie the IEEE802.11n channel model, so as to
several narrow bands over which there is no ISI. Althouggmootmy introduce it.

ISI is the measure of interest with respect to signal detegti

DS is a more commonly used channel related parameter as the .
system bandwidth increases. Large ISI is commonly assatiat ™ Tap delay line model

with high delay spread, and it has been shown that large DSThe CIR of a wideband system can be expressed as a tap
leads to irreducible bit error rateBER), [17].Therefore in delay line model withZ taps of the form

this paper we use the DS as an indication of the temporal L—1

compression properties of TR. h(t) = Z hid(T —71) (10)
=0

C. Spatial Focusing The [-th tap has complex amplitude, and arrives at delay

Let us assume that the system performs TR with a view & and taps that ar_rive _a_t different delays are assumed to be
communicating with an intended RX that is locatedrat;. Uncorrelated. For simplicity, we assume that the delays
We are interested in the amount of interference this operatii L« &€ the integer multiples of the same time ufit for

causes at a location’ — rpx + d away from the intended ! = 0s---» L — 1, i.e. 7, = IT,,. The minimum tap spacing
RX. relates to the system bandwidththat the model characterizes.

Namely it cannot be abové/B. Commonly the tap spacing

The reason for this is two-fold: is taken to be equal to the symbol timg, = T.
1) Low interference power at locatiari would mean that The tap amplitudes follow a known powér delay profile

it would be possible to simultaneously send data to boEde)
locationsr and r/, without impairing each individual
communication link. Therefore it impacts the system
capacity. Using this description, it is possible to ha¥g = 0 for some

2) The received power away from the intended RX is walues ofl.
measure of the system’s probability of intercept. Other The statistical distribution of the tap amplitudes depends
information theoretic measures can be used to measorethe propagation conditions. In this paper we investitfage
exactly the ability of a system to conceal informatiortase where the amplitudég are Rayleigh distributed [18]: let
from an eavesdropper (e.g. secrecy capacity). Howevey,;, h; ¢ denote the in-phase and quadrature componerits of
low power at a distancd away from the intended RX respectively. The Rayleigh distribution reflects the cabene
is an indication that an eavesdropper at that locati@ach tap is the sum of several irresolvable paths, and tireref
would not be able to successfully intercept the contehi ;, h; o are independent, identically distributed zero-mean
of the communication. The problem of an eavesdropp&aussian random variables with varianég]| i, |2] /2 =
with more sensors than the intended user is an areaof2.

E[||*) = pdp(r) = P, (11)



B. Correlation and power azimuth spectrum that have been shown to fit different sets of experimental.dat
We define the random variables It has also been experimentally observed that radio waves
. gather in clusters distributed over the azimuth domain.[20]
TEILHJTQ = fu(r) (12) Each cluster has different mean angle of incidence and a
y=yr+j yg="h(r+d different spread around it. Commonly it is assumed that each
z, y denote the complex amplitude of th¢h tap at locations individual cluster follows the same inner type of distrilout
r andr’ = r+d respectivelyx, y; denote the in phase com-The spread of each cluster around its mean angle of incidence
ponents ofz, y respectively, and, yo denote the quadraturemight vary from cluster to cluster.
components oft, y respectively.
For Rayleigh channels, it can easily be shown that t
following properties hold for the correlations ©f, yr, ¢, yo Q? Kronecker model

[19]: Let iy(rrx,,,rrx,) denote the complex amplitude of the
Ruryr = Rogyo (13) I-thtap ofh(r;rrx,,,Trx,). Also leth;(rrx, ,rrx,) denote
the complex amplitude of theth tap of h(7;rrx,,rrx,)-

Raryq = —Ragus (14) The Kronecker property states that the correlation on the

The complex correlatiop’® of z,y is given by transmitting and the receiving sides are separable. Mattem
10 . ically this is expressed as:
P = Ra;zyz +]Rw1yQ (15) T

) o p'9(h(rrx,, . Trx,), hi(rTx, TRX,)) = (20)

The cross-correlation between the waves impinging on two prx(YrX, — TrX,) prx(rrX,, —TTX,)

antenna elements has been studied in various referenaes, an
it has been shown to be a function of the Power Azimuthhe correlation ofty(rrx,,,rrx,) and h(rrx,,rrx,) can
Spectrum (PAS) and the radiation pattern of the antenfg factored into two terms: The first term is the receive dafre
elements. The PAS is often given as a function only of tH#n prx(rrx, —rrx,), Which involves only the locations of
azimuthal directiony and describes the angular distribution ofhe receiverg, g. The second term is the transmit correlation
the received power,e. PAS() describes how much power isprx (rrx,, —rrx, ) which involves only the locations of the
arriving from the azimuth directiop. Antenna elements will transmittersm, n.
be assumed to be omnidirectional in the following. The receive correlations can be intuitively calculatedrfro
Commonly the correlations are calculated for elements tHa€e PAS around the receiver location (distribution of thgles
are arranged along theaxis of the coordinate system. In theof arrival (AoA)) as in the previous section. The calculatio
general case, the locations of the two elements are segardtethe transmit correlations can be done in a similar fashion
by d where from the distribution of angles of departure (AoD).

d = d (coshi + sinby) (16)

(2, § are the unitary vectors along the and y directions D. The IEEE 802.11n channel model

respectively). This means that the two elements are s@prat The IEEE802.11n channel model incorporates the features
by distanced and they have an arbitrary azimuth orientatiogescribed in the previous subsections [21]. It consists séta

¢ relative to the axis system. of 2-dimensional channel models applicable to indoor rpleti
Under these assumptions, the correlations can be caldulgigut- multiple output (MIMO) wireless local area network
according to the following equations [19]: (WLAN) systems. The models can be used for both 2he
—m GHz and theés GHz frequency bands, since experimental data
Ry, (d) —/ cos (kdcos(¢ — 0)) PAS (¢)d¢  (17) and published results for both bands were used in its devel-
T opment (average, rather than frequency dependent model).

—T

_ . . The minimum tap spacing in all the models 1§, =
Ragu:(d) 7/ sin (kdsin(¢ — 0)) PAS (¢) d¢  (18) 10 ns. Although the IEEE802.11 systems have a bandwidth

+m
. . . L Bgoo.11n = 20 MHz, we can use the models to characterize
The incidence vectok is defined for a wave impinging from bandwidths up ta /T, — 100 MHz.

the azimuth directionp, as . : .
ik These channel models are an extension of the single input-

k = 2m (cos¢ - & + sine - ) (19 single output (SISO) WLAN channel models ( [22], [23]) to
A the multiple antenna case, and therefore have known power
and delay profiles and delay spreads. The original SISO pdp’s

In the limiting case of uniform PAS ovef0,2x], the are consistent with the cluster model developed by Saleh and
correlation is the well-known zero-th order Bessel furctad  Valenzuela [24]j.e. channel taps arrive clustered in time. The
the first kind. In the general case, the PAS is characteriged dgeeneralization to the MIMO case is based on the assumption
its shape and clustering characteristics. Several digtoibs that the PAS displays clustering in angle as well as in time,
have been used to describe the shape of the angular spraad each temporal cluster is associated with a unique angula
around the mean angle of incidence. Some of the most poputlrster. The entries of the MIMO channel transfer matrix are
such distributions are the uniform, the truncated Gaussith assumed to satisfy the Kronecker property.

|#]

the truncated LaplacianPAS(¢) = Ce V27 |¢| < %), The models were developed in a step-wise fashion:



« In each of the three SISO models (A-C) in [22], distincthe path-loss model. Moreover, we concentrate on channels
clusters are first identified. The number of clusters vari¢isat Rayleigh distributed,e. the taps do not contain a Ricean
from 2 to 6, depending on the model. component (K=0).

« Each channel tap contains power arriving from the di- Model B corresponds to the environment of a residential
rection of one or more clusters, and can therefore hilding or a small office. The delay spreadiis ns, and we
considered as the sum of several independent sub-tagsn clearly distinguish two clusters by visual inspectifithe
each corresponding to a different angular cluster. Thep delay line. The cluster parameters are summarized ile Tab
amount of power of each sub-tap is determined so that theFig. 1a shows the tap delay line model for this scenarat (n
sum of their powers equals the power of the compositrmalized to unit total power).
tap in the original power delay profile. Model C also corresponds to the environment of a residen-

« The AoA/ AoD follow the truncated Laplacian distri-tial building or a small office. Fig. 1b shows the tap delaglin
bution. Angular spread (AS), AoA, and AoD valuesnodel for this scenario (not normalized to unit total powér)
are assigned to each tap and cluster so as to agee@trast to Model B, the delay spread3is ns. We can again
with experimentally determined values reported in thelearly distinguish two clusters by visual inspection af tap
literature. The cluster AS was experimentally found to bgelay line. The original cluster parameters are summaiized
in the 20° to 40° range, and the mean AoA was foundrable III.
to be random with a uniform distribution. Model C has not only longer DS, but also wider angular

« Given the angular properties of each cluster, the numbgsread than model B. In order to study the effect of the
of subtaps that compose each tap and the power that eggh and the angular spread independently, we introduce a
one of them contributes, the PAS is defined for each tapodified model C, that has the same pdp as model C, but

« The knowledge of the PAS allows as to calculate thgye same angular parameters as model B. The tap delay line
correlation of any pair of transmit-receive links, for gor this model is going to be like the one shown in Fig. 1b,
given antenna configuration. and the angular parameters will be the ones shown in Table

At the end of this procedure, 6 channel models weté The comparison of Model B and the modified Model C

established that differ in delay spread and angular spredd allows for the illustration of the effect of different DSsh&
correspond to different types of propagation scenariostiéf b comparison of Model C and the modified Model C allows for
description is shown in Table I. The channel models providbe illustration of the effect of different angular spreads

for the case of Ricean fading, by assigning a specific K-facto

2 to the first channel tap in the case of line-of-sight scesario [ Cluster [ I [ 2 |
(assumed to occur up to a break point distadgg>, also M:gn( RAf;A 14434:’0 12158-240"
. X . .
specified by the model). The values_ of the K-factor_s have Mean AoD | 225 1° 1 106 £°
been selected so as to match experimental observations and AS (TX) 1440 | 9540
are higher for channels with larger delay spreads.
TABLE II
[ Model [ Delay Spread (ns) Environment | K-factor (dB) ] ANGULAR PARAMETERS FORMODEL B
A 0 Reference 0/-00
B 15 Residential home/ Office 0/-00
¢} 30 Residential home/ Office 0/-00
D 50 Typical office environment] 3/-00
E 100 Typical large open space 6l-00 [ Cluster | 1 [ 2 |
F 150 Large open space 6/-00 Mean AoA | 290.3° | 332.3°
AS (RX) | 24.6° | 22.4°
TABLE | Mean AoD | 13.5° | 56.4°
802.1IN CHANNEL MODELS AS (Tx) 24.7° 22.5¢
TABLE Il
The simulation code was developed based on the software ANGULAR PARAMETERS FORMODEL C
that accompanies the channel model (details can be found
in [25]).
E. Models under study IV. THEORETICAL RESULTS

The f:hannel models that we are going to use for our|, the following we will denote apy . (d) the complex
comparison correspond to Models B and C of the IEEEqyrelation of thel-th tap as observed at two locations sep-
802.11n specification. In our case, we are interested inl 10¢gated by a distancd. It is a function of the PAS around
performance around the intended RX. Therefore we are Rab receiver of this particular tap, as described in theiptes
interested in the absolute power level, and do not incotporgection. Moreovepsx ;(dnm) is the transmit correlation of

he [-th rv wo transmitter r 4
2The K factor is defined as the ratio of the power of the nonrgdi ':t .el t ftaptas Ot:csteh eISAZt tf(t)ht aASD ?e fh\.%epa ?tef:"byt
component over the power of the diffuse signal, the sum of wbmprises IS a ur_lc 'Or? ot the ) of the i oD for this particular tap,

the Ricean distributed signal. as described in the previous section.



Tap delay line for Model B TR pre-filtering.
25 ‘ ‘ ‘ After the application of TR at the transmitter, the equinale
CIR can be written as

201 1 heq(t;trx) = h(t;rrx,rrx) ® h(—t);rrXx,TRX =
L—1L-1

Z Z hi(rrx,rrx) - hi(rrx,rrx) - 0(t — 7+ 71) (21)

=0 k=0
By symmetry

151 1

10+ 1 heq(t;I‘Rx) :m (22)

and from (21) and the assumption that= [T, for m > 0
5+ 1 we have:

Average tap power

L1
T heg(mTy;TRrx) = Z hi(rrx,rrx) - hi—m(trx, TRX).

l=m
0 10 20 30 40 50 60 70 80
Delay in ns (23)

The equivalent CIR after TR has double the temporal extent
of the initial CIR. It is an autocorrelation function, that i
Tap delay line for Made! C symmetric around = 0, and achieves its maximum &t= 0.

By exploiting the properties of complex Gaussian random
variables (see Appendix), we can calculate the power delay
profile for the equivalent CIR.

-1 \? -1
E [[heq(0;xnx)F ] = (Z Pl> +> P (24)
=0 =0

(a) Tap delay line for Model B

25
200 4

15- T

E [[heq(mTuirnx)P] = > PP (25)

Average tap power (dB)
T
_

We observe that

1 T T LS efaeme] -2(S0) e

m=—(L—1)

0 20 40 60 80 100 120 140 160 180 200
Delay in ns

L1 2 L1
) 2] _ _ 2
(b) Tap delay line for Model C Z E [|h6q<mTu’ rrx)| } B <lz_; PZ) ; P27

m#0

Fig. 1. Power delay profiles for (a) Model B, (b) Model C Therefore in the limit of large channel lengih the equivalent

channel impulse response has as much power in its peak as it
A. Baseline scenario does in its tails®.

Our baseline scenario is single antenna communication OﬁggeTtsgjs? symmetry, we havgco, = 0. The DS after
the wireless link without any form of preprocessing at the. T TRNrx=11S

The CIR from a TX located atrx to any receiver location 3
rrx IS given as a tap delay line as in equation (10). T-tle 1 = 9 =

tap has complex amplitude (rrx,rgrx) and arrives at delay DSTRNrx=1 = 1 .\2 Z m Z BiPi—m

7;. The tap amplitudes follow a known power delay profile ( 1=0 Pl) m=1_ l=m

pdp(n) = E[|h(rrx,rrx)|?] = P (28)

In our baseline case, the DS for the tap delay line mod&hrough simple manipulations, it can be shown that
of the channel without TRDS,,,7r can be calculated from _
equation (5). We do not expect any special focusing since the DSnorr = DSrr.Nrx=1 (29)
assumption of the channel model is that all points around th&is is a surprising result that indicates that the appbcadf
intended receiver receive the same average power. TR from a single transmit antenna does not reduce the per-
ceived DS of the channel. Despite the fact that the equivalen
B. Single input- Single output (SISO) systems
3A similar result was shown in [26] for the case of a pdp thatstgnstant

We ﬁrs_t SFUdy the ca_se of a single input-single output TR, 4 delays. Our result shows that this holds in genesalahy kind of
communications systenme. Nrx = 1 and the TX performs pdp.



CIR appears to have more energy concentrated arouad), By substituting this new power delay profile in equation (5),
the DS as a 2-norm measure of its temporal extent is unaltere@ can find the perceived DS after TR. If the signals are fully
However, the response is now symmetric, a property that ceorrelated frx ;(d, ) = 1,V I, n,p), then the delay spread
be exploited to simplify the design of equalizers at theikege stays the same as in the SISO/ baseline case.

We now look at the spatial focusing properties of SISO TR. If the signals are fully decorrelatedpfx ;(d, ) =
Using the fact that different taps are uncorrelated and thatv [, n, p), then

for complex Gaussian random variables the complex and the 1
power correlation are related (see Appendix), it can be show DStR Nrx>1 = \/N—DSnoTR (35)
that the expected value of the interference power at a locati X
d away from the intended receiver is given by Therefore MISO TR can reduce the DS by a factor of up to
P v/ Nrx relative to the baseline case. . _
|IF Z P2+ Z Z PPuprxa(d)prx. () Let us now concentrate on the amount of achievable spatial

focusing in the case of a MISO system. Under the assumption
(30) of Rayleigh fading and the separability of the transmit and
The amount of interference depends on the power delegceive correlations, it can be shown that the expectedwafiu
profile and the correlation properties of the taps. As tHbe interference power at a locatidnaway from the intended
correlation decreases, we expect this to decrease as \ell. RX is given by
expected peak power on the intended receidet(0) is given E[IF(d)*] =

=0 k=0

by L-1 Nrx Nrx

L-1 Nrx Nrx ) )
E{IIF(O)IQ} ; +> ) PR, (31) ;Pz S lprxa (dum) P +

n=1 m=1

k=0 [=0
L—1L—-1
C. Multiple input- Single output (MISO) systems Nix | Y. PiPprx(d)prx i(d) (36)
k=0 =0

We now study the case of a multiple input-single output
(MISO) communications systemg. when Npx > 1. Again The amount of interference depends on the pdp and the
the receiver samples the received signal without perfogmigorrelation properties of the taps, at both the TX and RXsside
any advanced signal processing, and the transmitter pesforAs the correlation decreases, we expect this to decrease as

TR prefiltering. well. The expected peak power on the intended RIX=(0)
After the application of TR at the elements of the Tx arrays given by
the equivalent CIR can be written as E[IF(0)*] =
heq(t;I‘Rx) = Nrx Nrx

Nrx L—1 ZPI Z Z lprx,i (dnm) 2+

_ n=1 m=1
SN hi(rrx,, trx) hi (trx,, Trx)S(E—T+7) (32)

m=1 k,l=0 LolL-t
_ . _ Nix Y > PPy (37)
Again, by symmetryh,(t;rrx) = heg(—t;rrx ). The equiv- k=0 1=0

alent CIR after TR is the sum of autocorrelatlon fun<:t|0n§n contrast to the SISO case, the power on the intended
and is therefore symmetric arournid= 0. It also achieves its receiver depends on the transmit correlation as well.

maximum att = 0. It has double the temporal extent of the
initial CIRs, however we expect the autocorrelations to add
coherently at = 0, and incoherently off the peak. Therefore
we expect the delay spread to be lower than in the baselinédur purpose is to illustrate graphically the theoreticaltes

V. ILLUSTRATION OF THEORETICAL RESULTS

case and the SISO TR case. of the previous section, and investigate how the variouarpar
It can be shown that eters affect the system performance, using the IEEE802.11n
9 channel model.
E [|heq(05rRX)‘ } = We are going to compare the following transmission sce-

L1 2 N Nex D narios, namely:

2 2 1) Baseline communication, where the TX does not do any
Nrx (Z Pl) z:: Z ; pTXl )| (33) pre-processing,

2) SISO TR, where a single TX applies a TR filter and the

E [|heq(mTu; rRX)|2} = RX does not perform any equalization, and
3) MISO TR, whereNrx TXs apply a TR filters and the

Nrx Nrx L-1 RX does not perform any equalization.
PP prx,1(dnp)Prx 1 (dnp) — (34) The channel models that we are going to investigate are the
| models presented in Section IlIE, namely: (a) Model B, (b)
whered,, = rrx, —rrx,. Model C, and (c) Modified Model C.

p=1

1

3
Il
-
=
I
3



The system performance is evaluated in terms of the R®ound the intended RX. Therefore we do not show the result

reduction and the achievable spatial focusing. for the baseline scenario.
We want to investigate how these performance measures arfig. 2 shows the expected value of the interference power
affected by: around the intended RX, assuming that the intended RX is

« Number of transmitters: To illustrate this effect we comlocated at the poinf0, 0) of our axis system. The results shown
pare the performance cases®fx = 1 or Nrx = 2 in have been generated for a channel that follows the deswmripti
an environment described by model B. of Model B under the assumption of a single TX antenna

« Transmit correlation: To illustrate this effect we compargnd all distances are shown in terms of the wavelengthhe
the performance of a system with two TX antennag@verage received power at any location has been normalized b
(Nrx = 2), separated by eithed.5\ or 2), in an the average received power on the intended RX, as calculated
environment that follows the description of model B. from the theoretical formulas developed in Section IV. @iga

« DS of the original channel model: To illustrate this effecthe application of TR results in spatial focusing of the powe
we compare the performance of a single TX systemn the intended RX only.

(Nrx = 1) in two environments described by model B

and the modified model C respectively. These have tl Model B: Expected value of the interference power, Nbx=1

same angular characteristics but different DS charaeter 0
tics. -1

« Angular spread at the receiver: To illustrate this effect w
compare the performance of a single TX systévh { =
1) in two environments described by model C and th
modified model C respectively. These have the same [
characteristics but different angular characteristics.

~
{,. 15

A. Delay spread analysis

Table IV shows the delay spread for the three communic
tion scenarios under investigation, and for the three chlani
models (Model B, Model C, and Modified Model C). The 5 -
theoretical results have been derived using the definition -10

-6 -4 -2 0 2 4 6
the DS (see eg. (5)) and the expected tap powers calcula x-distance from the targst (in )
analytically (see eq. (25) and (33),(34)).

Our first observation is that indeed SISO TR does not redugig. 2. Spatial focusing in dB for SISO TR
the DS of the channel. The larger the TX separation, the lower
the transmit correlation, and therefore the greater theatéah We now look at the effect of transmit correlation. Fig. 3
in delay spread. Model C has wider angular spread (anglegiows the expected received power around the intended re-
departure or angle of arrival) than the Modified Model C, angkiver (assumed to be located (@ 0) of our axis systems)
therefore the transmit correlations are lower for the saie Twhen N,y = 2, and the two transmitting antenna elements
separation. This leads to more significant reduction of t8e RQyre separated by eitheep = 0.5\ or sep = 2 (in the latter
by the application of MISO TR. situation the transmit correlation is significantly reddice
Again all distances are shown in terms of the wavelength

The comparison of Fig. 3 with Fig. 2 shows that indeed
spatial focusing improves with the introduction of more TX

y-distance from the target (in )
R (=]

TABLE IV
RMS DELAY SPREAD COMPARISON

| [ [ Theory ] elements. It does so more dramatically when the TX elements
Model B No TR 15.65 ns are less correlated.
R (N;i(fgﬁ;l:) 0.53) ﬁ:gg 22 The next parameter to investigate is the DS of the channel.
TR (Nrx = 2,sep = 2)) | 12.58 ns For that we compare Model B and the modified Model C that
Model C No TR 33.43ns have the same angular characteristics, but different Di§s4F
® (NTTZ(ZZXSQQ 0.5%) g?-gg :2 shows the expected received power aroqnd the intenQed RX
TR (Npx =é,sep:é,\) 57.30 ns (assumed to be located &,0) of our axis systems) in a
Mod_ Model C No TR 3343 ns channel that follows the description of the modified Model C,
TR (N7x = 1) 33.43 ns assuming that there is a single TX antenna. All distances are
TR (Nrx =2,sep = 0.5)) | 30.34 ns shown in terms of the wavelength The comparison of Fig.
TR (Npx = 2,sep = 2)\) 26.93 ns

4 and Fig. 2 clearly illustrates that increasing the DS of the

channel improves the achievable spatial focusing.

) ] ] Finally, we look at how the angular spread of the chan-

B. Spatial focusing analysis nel affects the quality of the spatial focusing. For that we
In the absence of TR, no spatial focusing can be achievedmpare Model C and the modified Model C that have the

and the average received power is the same at all the losatisame temporal characteristics, but different angularasjzre



Model B: Expected value of the interference power, Ntx= 2, sep=0.5 » Modified Model C: Expected value of the interference power, Ntx=1

y-distance from the target (in 2
y-distance from the target (in 2)

-6 -4 -2 0 2 4 6 i -6 -4 -2 0 2 4 6
x-distance from the target (in ) x-distance from the target (in )

a) MISO TR =2 = 0.5\
@ Wra 5P ) Fig. 4. Spatial focusing in SISO TR for the modified model C

Model B: Expected value of the interference power, Ntx=2, sep= 2 3

Model C: Expected value of the interference power, Ntx=1

y-distance from the target (in 2

y-distance from the target (in %)

-6 -4 -2 0 2 4 6
x-distance from the target (in )
-6 -4 -2 0 2 4 6
(b) MISO TR (NTX =92 sep= 2)\) x-distance from the target (in )
=2, =

Fig. 3. Spatial focusing in dB for MISO TRN7x = 2) (a) sep = 0.5),  Fig. 5. Spatial focusing in dB for SISO TR with Model C
(a) sep = 2\

o The application of TR does not reduce the perceived DS
(Model C has larger angular spread and therefore higheiaspag the channel in the SISO situation. In that case, additiona

decorrelation). Fig. 5 shows the expected received Powggnal processing at the RX and/ or the TX is required. The
around the intended RX (assumed to be located0al) of  5qqition of more transmit antennas can reduce the delapdpre
our axis systems) in a channel that follows the descriptiQf the channel. The effectiveness of this technique depends
of the Model C, assuming that there is a single transmie channel correlation around the transmitters.

antenna. All distances are shown in terms of the wavelengthr,o spatial focusing properties of TR depend on the channel

A. The comparison of Fig. 4 and Fig. 5 clearly illustrate§qrejation around the intended RX in both the SISO and
that increasing the angular spread of the channel improygsso TR situations.

the achievable spatial focusing. The two plots decorrelat.e|n summary, increased DS, increased angular spread, more
differently along the x- and y- axes because the clusters jansmit elements and low transmit correlations contebut
the two models have different mean angles of arrival. to increased temporal and spatial focusing. Under sufficien
conditions, the received signal is lower by 10dB relative to

VI. CONCLUSIONS the intended receiver at distances as short as 1 wavelength

In this paper, we investigated analytically the spatioqway'
temporal focusing potential of the time-reversal techaignd
how it relates to the channel properties. The theoreticallte ACKNOWLEDGMENT
were illustrated using the channel properties reflectechin t The work of P. Kyritsi and G. Papanicolaou was sup-
IEEE802.11n channel model, that describes typical sitnati ported partially by grants NSF: DMS-0354674-001 and ONR:
in wireless local area network (WLAN) scenarios. NO00014-02-1-0088.



APPENDIX 71

The following properties of Gaussian random variables are
useful for the derivation of the analytical properties irsth

paper.

(8]

« Higher order moments

(1]
(2]
(3]

If z is a real, zero-mean, Gaussian random variable witf$]
variancecs?2, then

(10]

E[z?] = o2
Ez%] = 304
If w is a complex, circularly symmetric, zero-mean[,ll]
Gaussian random variable with variane, then
Ellz’] = o*
El|z]Y] = 20*
Power and complex correlations

Let z, y be two complex Gaussian random variables.
Their complex correlation is defined as

(38)

[12]
(39)
[13]

[14]
p'e(x,y) =
E 7y - B[z Ey] aoy
V(@ [ls] = 181I7) (B[] - 1B WIF)

[16]

and their power correlation is defined as
pPWR(x’y) _ [17]
J(EP-EnR) (B[P - ERF) i

where P, = |z|?, P, = ly°.
The power and complex correlations are related by [20]
2
pP (@, y) = [p" % (2, y)| (42)

Product of Gaussians [21]

Let z1, x2, x3, x4 be zero-mean, real Gaussian random

variables, with covariance matrik. This means that 2%
23
The expectation of the produet xox324 IS given by [24]
E [z1zox32y] = C12C34 + C13Co4 + C14Ca3  (44)
[25]
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