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Time-Reversal: Spatio-temporal focusing and its
dependence on channel correlation

Persefoni Kyritsi, and George Papanicolaou

Abstract— We study a wireless communications system that ap-
plies time reversal to transmit the desired signal, so that it focuses
spatially and compresses temporally on the intended receiver. Our
theoretical calculations relate the achievable temporal and spatial
compression to the channel propagation characteristics and the
number of transmit antennas. We illustrate our theoretical
results with parameters taken from the IEEE 802.11n channel
model. The results verify the intuition that temporal and spatial
focusing depend strongly on the delay spread and the angular
characteristics of the channel.

Index Terms— Wireless communications, time reversal, delay
spread, spatial focusing.

I. I NTRODUCTION

T IME reversal (TR) is a method to focus spatially and
compress temporally broadband signals through a richly

scattering environment [1], [2]. It involves two stages. In
the first stage (channel estimation stage), a source emits a
short pilot signal. This signal propagates in a richly scattering
medium. Its response is recorded by each element of an
array that will act as a transmitter in the data transmission
stage. The duration of each of these recorded signals is
significantly longer than the initial pilot pulse due to multiple
scattering. The second stage is the actual data transmission.
In this stage, all the elements of the transmitter array send
the same data stream, and each one filters the signal to be
transmitted through atime-reversal filter, i.e. a filter that has a
form similar to the signal recorded at that particular element
during the channel estimation stage, reversed in time (the first
portion recorded becomes the last portion transmitted). These
transmitted signals focus sharply in space and compress tightly
in time at the source location. Moreover, they do so robustly.

Extensive laboratory TR experiments have shown this spa-
tial focus and temporal compression across a broad range of
settings in ultrasound experiments (see [3] and referencescon-
tained therein). In each of these experiments, spatial focusing
and temporal compression occur robustly.

Much research activity has been dedicated to using TR for
multiple-input/single-output (MISO) underwater communica-
tion systems. In fact, several experiments in the ocean have
demonstrated MISO-TR communications to be feasible [4]–
[8].
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Recently, there has been an effort to apply the principle
of TR to electromagnetic waves at radio frequencies. The
first experimental demonstration showed that indeed it is
possible to achieve temporal compression of wideband signals
that are transmitted over the radio channel [9]. A different
experiment illustrated the spatial focusing properties ofTR
for electromagnetic waves using a narrowband system [10].
The post-processing of wideband fixed wireless access channel
measurements showed that it is indeed possible to reduce the
delay spread of the channel, by using conventional TR or
advanced weighting schemes [11], [12]. The same result was
shown in a more conventional cellular environment in [13],
[14].

Temporal focusing is a desired property because it provides
a method to reduce intersymbol interference (ISI). Commonly
such an issue is addressed by increasing the receiver com-
plexity using advanced equalization or multi-carrier schemes
(e.g.OFDM). However, applications such as sensor networks
require that the receiver complexity is limited, and the receiver
can only perform symbol-by-symbol detection. Such an appli-
cation would benefit from schemes that lower the ISI.

Spatial focusing on the intended receiver is also a desirable
property because it indicates that the communications system
has a low probability of intercept (LPI) by another receiver
located nearby [15].

Statistical robustness is also a desirable property because it
indicates that the spatial and temporal focusing properties are
observed consistently over the fading statistics of the channel.

In this paper we study the advantages gained by MISO-
TR communication in terms of temporal and spatial focusing
and relate them to the channel propagation properties and the
system size, under the following assumptions:

• The elements of the transmitting array have perfect Chan-
nel State Information (CSI),

• The channel is static,i.e. it is the same during both stages
of the TR process, as would be consistent with block
fading models.

We do not show the statistical robustness of these properties.
For our channel parametrization, we use the IEEE 802.11n

channel model that is applicable for systems with bandwidth
up to 100 MHz around either2.5 or 5 GHz. We illustrate the
theoretical results and demonstrate that the key parameters
are the delay spread (DS) [16] and the angular spread of
the channel. Moreover, we show that the implementation of
a MISO-TR system results in low signal levels around the
intended receiver. For example, our results show that at a
distance of one wavelength away from the intended receiver,
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the received power is lower than the power on the intended
receiver by10dB.

The remainder of this paper is organized as follows. In
Section II we discuss a TR system. In Section III we discuss
the channel model that is used for our simulations. In Section
IV we show the theoretical results that govern temporal and
spatial focusing. Section V illustrates the theoretical results
and the effect of the various parameters that affect spatial/
temporal focusing using numerical calculations. The conclu-
sions are summarized in Section VII.

II. SYSTEM DESCRIPTION

Lower case letters indicate functions in time, whereas upper
case letters are used for their frequency domain representation.
Bold letters indicate vectors,(·) denotes the complex conjugate
of the argument(·), and⊗ denotes the convolution operator.
E[·] denotes the expectation of the argument(·).

In the following, TX will stand for transmitter while RX
for receiver. We look at the baseband representation of the
signals and therefore consider them to have spectral content
in [−B/2, B/2], whereB is the system bandwidth. The actual
communication occupies the spectrum[fc − B/2, fc + B/2]
around the carrier frequencyfc. In the following we denote
as h(t; rTX , rRX) the channel impulse response (CIR) from
a transmitter at locationrTX to a receiver at locationrRX .

A. Fundamentals of TR Systems

We describe the operation of a downlink communications
system withNTX transmit antennas as a two-stage process.
The first stage is thechannel estimation, and the second stage
is thedata transmission.

1) Channel estimation:The first stage is the channel es-
timation stage, during which each element of the TX array
obtains knowledge of the CIR to the intended RX. There are
several ways in which channel estimation can be implemented
1. The accuracy of the channel state information (CSI) at the
TX depends on the implementation details, the quantization
noise, the additive noise during the process, the repetition rate
and the rate of change of the channel. In this paper, we are
not concerned with the specifics of the channel estimation and
assume that the transmitter has perfect and instantaneous CSI.

1Two possible ways in which channel estimation can be implemented are:

• Uplink channel estimation: The intended RX sends a pilot signal, and
each element in the transmitting array records the convolution of this
pilot signal with the CIR. Based on this, the CIR is estimated.Due to
the reciprocity of the channel, this is also the CIR from thattransmit
array element to the intended RX. This approach can be used in time
division duplex (TDD) systems, where the ends of the communication
link take turns in sending data.

• Downlink channel estimation: The TXs send training sequences or pilot
symbols, and the intended RX estimates the CIR from each transmitting
element. It then feeds back this information to the TX array. This
approach is more suitable for frequency division duplex (FDD) systems
where uplink and downlink communications occupy different parts of
the radio spectrum.

2) Data transmission:The second stage is the actual data
transmission. The TX uses the CSI it acquired during the
channel estimation stage to transmit the signal to the RX.
The elements of the transmit array transmit simultaneouslythe
same signalx(t), and each filters it through the time reversed
and phase conjugated version of its respective CIR to the
intended RX. Let the baseband representation of the signal
x(t) to be transmitted be given by

x(t) =
√

P

∞
∑

k=−∞
βkφ(t − kTs) (1)

whereP is the transmitted power, andTs is the symbol time.
It denotes the time by which consecutive symbolsβk are
separated. It is related to the bandwidthB of the system and
the pulse shaping functionφ(t) that is used. The quantityβk

denotes the mapping of the data streambk that is destined
for the user atrRX for the modulation scheme used. The
constellation points are selected so thatE[|βk|2] = 1, in order
for the transmit power to be determined byP .

If gm(t) is the filter at them-th transmit antenna, then

gm(t) = A · h(−t; rTXm
, rRX) (2)

rTXm
is the location of them-th transmit antenna. The scaling

factor A is determined so that the TR filters do not introduce
any signal amplification. It is irrelevant for our analysis and
we therefore drop it from our notation.

The received signal at the RX isy(t) and can be written as

y(t) =

(

NT X
∑

m=1

h(t; rTXm
, rRX) ⊗ h(−t; rTXm

, rRX)

)

⊗x(t)+n(t),

(3)
wheren(t) is the receiver noise, assumed to be additive white
Gaussian noise.

We define the equivalent CIRheq(t) as

heq(t) =

NT X
∑

m=1

h(t; rTXm
, rRX) ⊗ h(−t; rTXm

, rRX). (4)

The equivalent CIR is given as the sum of the autocorrela-
tions of the CIRs to the individual array elements. Therefore
it is symmetric aroundt = 0, and achieves its maximum at
t = 0. This determines the synchronization between TX and
RX, as well as the sampling time at the RX.

The inherent assumption in the formulation above is that
the channel transfer functions have not changed in the data
transmission stage relative to the channel estimation stage.
This simplification is valid in slowly varying environments, or
when the channel estimation is repeated and the channel state
information is updated frequently. The effect of time-varying
channels is beyond the scope of this paper.

By the properties of TR in richly scattering media, the signal
y(t) is expected to focus spatially at the RX and compress
temporally.



3

B. Temporal focusing

The common measure for the temporal extent of the CIR is
the root mean square delay spread (DS), which is defined as
the second central moment of the channel power delay profile
pdp(τ):

DS =

(

1
∫ +∞
−∞ pdp(τ)dτ

∫ +∞

−∞
(τ − τmean)

2
pdp(τ)dτ

)
1

2

(5)
where

pdp(τ) = E
[

|h(τ)|2
]

(6)

τmean =
1

∫ +∞
−∞ pdp(τ)dτ

∫ +∞

−∞
τpdp(τ)dτ (7)

The power delay profile is calculated as the expected value of
the power of the CIR within the local area of the transmitter/
receiver.

In wideband channels, symbol-by-symbol detection is im-
paired by intersymbol interference (ISI), which is caused by
the delayed copies of the signal arriving at the receiver with
delays larger than the symbol period. In order to combat
ISI, several techniques have been proposed. For example,
CDMA systems exploit the delayed channel taps with a rake
receiver, and OFDM systems separate the bandwidth into
several narrow bands over which there is no ISI. Although
ISI is the measure of interest with respect to signal detection,
DS is a more commonly used channel related parameter as the
system bandwidth increases. Large ISI is commonly associated
with high delay spread, and it has been shown that large DS
leads to irreducible bit error rate (BER), [17].Therefore in
this paper we use the DS as an indication of the temporal
compression properties of TR.

C. Spatial Focusing

Let us assume that the system performs TR with a view to
communicating with an intended RX that is located atrRX .
We are interested in the amount of interference this operation
causes at a locationr′ = rRX + d away from the intended
RX.

The reason for this is two-fold:

1) Low interference power at locationr′ would mean that
it would be possible to simultaneously send data to both
locations r and r

′, without impairing each individual
communication link. Therefore it impacts the system
capacity.

2) The received power away from the intended RX is a
measure of the system’s probability of intercept. Other
information theoretic measures can be used to measure
exactly the ability of a system to conceal information
from an eavesdropper (e.g. secrecy capacity). However,
low power at a distanced away from the intended RX
is an indication that an eavesdropper at that location
would not be able to successfully intercept the content
of the communication. The problem of an eavesdropper
with more sensors than the intended user is an area of

ongoing research with respect to information security,
but is however beyond the scope of this paper.

We are interested in the spatial distribution of the interfer-
ence, and therefore consider the equivalent CIRheq(t; r

′) at
locationr

′:

heq(t; r
′) =

NT X
∑

m=1

h(t; rTXm
, r′) ⊗ h(−t; rTXm

, rRX) (8)

whereh(t; rTXm
, r′) indicates the CIR from them-th TX to

r
′.
Assuming a perfectly synchronous system, and keeping in

mind that the equivalent CIR on the intended RX achieves
its maximum att = 0, we concentrate on the value of the
interference at that sampling instant,i.e. we are interested in:

IF (r′) = heq(0; r′). (9)

Clearly this is not necessarily the maximum ofheq(t; r
′).

It has the advantage though that it lends itself to tractable
analytical calculations. For our analysis we will study how
the interference decays as the distance from the intended RX
grows.

III. C HANNEL MODEL

In the following, we give a brief description of the princi-
ples that underlie the IEEE802.11n channel model, so as to
smoothly introduce it.

A. Tap delay line model

The CIR of a wideband system can be expressed as a tap
delay line model withL taps of the form

h(τ) =

L−1
∑

l=0

hlδ(τ − τl) (10)

The l-th tap has complex amplitudehl and arrives at delay
τl, and taps that arrive at different delays are assumed to be
uncorrelated. For simplicity, we assume that the delaysτl =
lTu are the integer multiples of the same time unitTu for
l = 0, . . . , L − 1, i.e. τl = lTu. The minimum tap spacing
relates to the system bandwidthB that the model characterizes.
Namely it cannot be above1/B. Commonly the tap spacing
is taken to be equal to the symbol time,Tu = Ts.

The tap amplitudes follow a known power delay profile
(pdp)

E[|hl|2] = pdp(τl) = Pl (11)

Using this description, it is possible to havePl = 0 for some
values ofl.

The statistical distribution of the tap amplitudes depends
on the propagation conditions. In this paper we investigatethe
case where the amplitudeshl are Rayleigh distributed [18]: let
hl,I , hl,Q denote the in-phase and quadrature components ofhl

respectively. The Rayleigh distribution reflects the case where
each tap is the sum of several irresolvable paths, and therefore
hl,I , hl,Q are independent, identically distributed zero-mean
Gaussian random variables with varianceE [|hl

∣

∣
2
]

/2 =
Pl/2.



4

B. Correlation and power azimuth spectrum

We define the random variables

x = xI + j · xQ = hl(r)
y = yI + j · yQ = hl(r + d)

(12)

x, y denote the complex amplitude of thel-th tap at locations
r andr

′ = r+d respectively.xI , yI denote the in phase com-
ponents ofx, y respectively, andxQ, yQ denote the quadrature
components ofx, y respectively.

For Rayleigh channels, it can easily be shown that the
following properties hold for the correlations ofxR, yI , xQ, yQ

[19]:
RxIyI

= RxQyQ
(13)

RxIyQ
= −RxQyI

(14)

The complex correlationρIQ of x, y is given by

ρIQ = RxIyI
+ jRxIyQ

(15)

The cross-correlation between the waves impinging on two
antenna elements has been studied in various references, and
it has been shown to be a function of the Power Azimuth
Spectrum (PAS) and the radiation pattern of the antenna
elements. The PAS is often given as a function only of the
azimuthal directionφ and describes the angular distribution of
the received power,i.e. PAS(φ) describes how much power is
arriving from the azimuth directionφ. Antenna elements will
be assumed to be omnidirectional in the following.

Commonly the correlations are calculated for elements that
are arranged along they-axis of the coordinate system. In the
general case, the locations of the two elements are separated
by d where

d = d (cosθx̂ + sinθŷ) (16)

(x̂, ŷ are the unitary vectors along thex and y directions
respectively). This means that the two elements are separated
by distanced and they have an arbitrary azimuth orientation
θ relative to the axis system.

Under these assumptions, the correlations can be calculated
according to the following equations [19]:

RxIyI
(d) =

∫ −π

+π

cos (kd cos(φ − θ))PAS (φ) dφ (17)

RxQyI
(d) =

∫ −π

+π

sin (kd sin(φ − θ))PAS (φ) dφ (18)

The incidence vectork is defined for a wave impinging from
the azimuth directionφ, as

k =
2π

λ
(cosφ · x̂ + sinφ · ŷ) (19)

and
In the limiting case of uniform PAS over[0, 2π], the

correlation is the well-known zero-th order Bessel function of
the first kind. In the general case, the PAS is characterized by
its shape and clustering characteristics. Several distributions
have been used to describe the shape of the angular spread
around the mean angle of incidence. Some of the most popular
such distributions are the uniform, the truncated Gaussianand
the truncated Laplacian (PAS(φ) = Ce−

√
2

|φ|
σ , |φ| ≤ ∆φ

2 ),

that have been shown to fit different sets of experimental data.
It has also been experimentally observed that radio waves
gather in clusters distributed over the azimuth domain [20].
Each cluster has different mean angle of incidence and a
different spread around it. Commonly it is assumed that each
individual cluster follows the same inner type of distribution.
The spread of each cluster around its mean angle of incidence
might vary from cluster to cluster.

C. Kronecker model

Let hl(rTXm
, rRXp

) denote the complex amplitude of the
l-th tap ofh(τ ; rTXm

, rRXp
). Also lethl(rTXn

, rRXq
) denote

the complex amplitude of thel-th tap ofh(τ ; rTXn
, rRXq

).
The Kronecker property states that the correlation on the

transmitting and the receiving sides are separable. Mathemat-
ically this is expressed as:

ρIQ(hl(rTXm
, rRXp

), hl(rTXn
, rRXq

)) =
ρRX(rRXp

− rRXq
) · ρTX(rTXm

− rTXn
)

(20)

The correlation ofhl(rTXm
, rRXp

) and hl(rTXn
, rRXq

) can
be factored into two terms: The first term is the receive correla-
tion ρRX(rRXp

−rRXq
), which involves only the locations of

the receiversp, q. The second term is the transmit correlation
ρTX(rTXm

− rTXn
) which involves only the locations of the

transmittersm,n.
The receive correlations can be intuitively calculated from

the PAS around the receiver location (distribution of the angles
of arrival (AoA)) as in the previous section. The calculation
of the transmit correlations can be done in a similar fashion
from the distribution of angles of departure (AoD).

D. The IEEE 802.11n channel model

The IEEE802.11n channel model incorporates the features
described in the previous subsections [21]. It consists of aset
of 2-dimensional channel models applicable to indoor multiple
input- multiple output (MIMO) wireless local area network
(WLAN) systems. The models can be used for both the2.4
GHz and the5 GHz frequency bands, since experimental data
and published results for both bands were used in its devel-
opment (average, rather than frequency dependent model).

The minimum tap spacing in all the models isTu =
10 ns. Although the IEEE802.11 systems have a bandwidth
B802.11n = 20 MHz, we can use the models to characterize
bandwidths up to1/Tu = 100 MHz.

These channel models are an extension of the single input-
single output (SISO) WLAN channel models ( [22], [23]) to
the multiple antenna case, and therefore have known power
delay profiles and delay spreads. The original SISO pdp’s
are consistent with the cluster model developed by Saleh and
Valenzuela [24],i.e. channel taps arrive clustered in time. The
generalization to the MIMO case is based on the assumption
that the PAS displays clustering in angle as well as in time,
and each temporal cluster is associated with a unique angular
cluster. The entries of the MIMO channel transfer matrix are
assumed to satisfy the Kronecker property.

The models were developed in a step-wise fashion:
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• In each of the three SISO models (A-C) in [22], distinct
clusters are first identified. The number of clusters varies
from 2 to 6, depending on the model.

• Each channel tap contains power arriving from the di-
rection of one or more clusters, and can therefore be
considered as the sum of several independent sub-taps,
each corresponding to a different angular cluster. The
amount of power of each sub-tap is determined so that the
sum of their powers equals the power of the composite
tap in the original power delay profile.

• The AoA/ AoD follow the truncated Laplacian distri-
bution. Angular spread (AS), AoA, and AoD values
are assigned to each tap and cluster so as to agree
with experimentally determined values reported in the
literature. The cluster AS was experimentally found to be
in the 20o to 40o range, and the mean AoA was found
to be random with a uniform distribution.

• Given the angular properties of each cluster, the number
of subtaps that compose each tap and the power that each
one of them contributes, the PAS is defined for each tap.

• The knowledge of the PAS allows as to calculate the
correlation of any pair of transmit-receive links, for a
given antenna configuration.

At the end of this procedure, 6 channel models were
established that differ in delay spread and angular spread and
correspond to different types of propagation scenarios. A brief
description is shown in Table I. The channel models provide
for the case of Ricean fading, by assigning a specific K-factor
2 to the first channel tap in the case of line-of-sight scenarios
(assumed to occur up to a break point distancedBP , also
specified by the model). The values of the K-factors have
been selected so as to match experimental observations and
are higher for channels with larger delay spreads.

Model Delay Spread (ns) Environment K-factor (dB)

A 0 Reference 0/-∞
B 15 Residential home/ Office 0/-∞
C 30 Residential home/ Office 0/-∞
D 50 Typical office environment 3/-∞
E 100 Typical large open space 6/-∞
F 150 Large open space 6/-∞

TABLE I

802.11N CHANNEL MODELS

The simulation code was developed based on the software
that accompanies the channel model (details can be found
in [25]).

E. Models under study

The channel models that we are going to use for our
comparison correspond to Models B and C of the IEEE
802.11n specification. In our case, we are interested in local
performance around the intended RX. Therefore we are not
interested in the absolute power level, and do not incorporate

2The K factor is defined as the ratio of the power of the non-fading
component over the power of the diffuse signal, the sum of which comprises
the Ricean distributed signal.

the path-loss model. Moreover, we concentrate on channels
that Rayleigh distributed,i.e. the taps do not contain a Ricean
component (K=0).

Model B corresponds to the environment of a residential
building or a small office. The delay spread is15 ns, and we
can clearly distinguish two clusters by visual inspection of the
tap delay line. The cluster parameters are summarized in Table
II. Fig. 1a shows the tap delay line model for this scenario (not
normalized to unit total power).

Model C also corresponds to the environment of a residen-
tial building or a small office. Fig. 1b shows the tap delay line
model for this scenario (not normalized to unit total power). In
contrast to Model B, the delay spread is30 ns. We can again
clearly distinguish two clusters by visual inspection of the tap
delay line. The original cluster parameters are summarizedin
Table III.

Model C has not only longer DS, but also wider angular
spread than model B. In order to study the effect of the
DS and the angular spread independently, we introduce a
modified model C, that has the same pdp as model C, but
the same angular parameters as model B. The tap delay line
for this model is going to be like the one shown in Fig. 1b,
and the angular parameters will be the ones shown in Table
II. The comparison of Model B and the modified Model C
allows for the illustration of the effect of different DSs. The
comparison of Model C and the modified Model C allows for
the illustration of the effect of different angular spreads.

Cluster 1 2

Mean AoA 4.3o
118.4o

AS (Rx) 14.4o
25.2o

Mean AoD 225.1o
106.5o

AS (Tx) 14.4o
25.4o

TABLE II

ANGULAR PARAMETERS FORMODEL B

Cluster 1 2

Mean AoA 290.3o
332.3o

AS (Rx) 24.6o
22.4o

Mean AoD 13.5o
56.4o

AS (Tx) 24.7o
22.5o

TABLE III

ANGULAR PARAMETERS FORMODEL C

IV. T HEORETICAL RESULTS

In the following we will denote asρRX,l(d) the complex
correlation of thel-th tap as observed at two locations sep-
arated by a distanced. It is a function of the PAS around
the receiver of this particular tap, as described in the previous
section. MoreoverρTX,l(dnm) is the transmit correlation of
the l-th tap as observed at two transmitters separated bydnm.
It is a function of the PAS of the AoD for this particular tap,
as described in the previous section.
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Fig. 1. Power delay profiles for (a) Model B, (b) Model C

A. Baseline scenario

Our baseline scenario is single antenna communication over
the wireless link without any form of preprocessing at the TX.
The CIR from a TX located atrTX to any receiver location
rRX is given as a tap delay line as in equation (10). Thel-th
tap has complex amplitudehl(rTX , rRX) and arrives at delay
τl. The tap amplitudes follow a known power delay profile
pdp(τl) = E[|hl(rTX , rRX)|2] = Pl.

In our baseline case, the DS for the tap delay line model
of the channel without TRDSnoTR can be calculated from
equation (5). We do not expect any special focusing since the
assumption of the channel model is that all points around the
intended receiver receive the same average power.

B. Single input- Single output (SISO) systems

We first study the case of a single input-single output TR
communications system,i.e. NTX = 1 and the TX performs

TR pre-filtering.
After the application of TR at the transmitter, the equivalent

CIR can be written as

heq(t; rRX) = h(t; rTX , rRX) ⊗ h(−t); rTX , rRX =

L−1
∑

l=0

L−1
∑

k=0

hl(rTX , rRX) · hk(rTX , rRX) · δ(t − τl + τk) (21)

By symmetry

heq(t; rRX) = heq(−t; rRX) (22)

and from (21) and the assumption thatτl = lTu for m ≥ 0
we have:

heq(mTu; rRX) =
L−1
∑

l=m

hl(rTX , rRX) · hl−m(rTX , rRX).

(23)
The equivalent CIR after TR has double the temporal extent
of the initial CIR. It is an autocorrelation function, that is
symmetric aroundt = 0, and achieves its maximum att = 0.

By exploiting the properties of complex Gaussian random
variables (see Appendix), we can calculate the power delay
profile for the equivalent CIR.

E
[

|heq(0; rRX)|2
]

=

(

L−1
∑

l=0

Pl

)2

+

L−1
∑

l=0

P 2
l (24)

E
[

|heq(mTu; rRX)|2
]

=

L−1
∑

l=|m|
Pl · Pl−|m| (25)

We observe that

L−1
∑

m=−(L−1)

E
[

|heq(mTu; rRX)|2
]

= 2

(

L−1
∑

l=0

Pl

)2

(26)

∑

m 6=0

E
[

|heq(mTu; rRX)|2
]

=

(

L−1
∑

l=0

Pl

)2

−
L−1
∑

l=0

P 2
l (27)

Therefore in the limit of large channel lengthL, the equivalent
channel impulse response has as much power in its peak as it
does in its tails3.

Due to the symmetry, we haveτmean = 0. The DS after
SISO TRDSTR,NT X=1 is

DSTR,NT X=1 =







1
(

∑L−1
l=0 Pl

)2

L−1
∑

m=1

m2
L−1
∑

l=m

PlPl−m







1

2

.

(28)
Through simple manipulations, it can be shown that

DSnoTR = DSTR,NT X=1 (29)

This is a surprising result that indicates that the application of
TR from a single transmit antenna does not reduce the per-
ceived DS of the channel. Despite the fact that the equivalent

3A similar result was shown in [26] for the case of a pdp that stays constant
over all delays. Our result shows that this holds in general for any kind of
pdp.
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CIR appears to have more energy concentrated aroundτ = 0,
the DS as a 2-norm measure of its temporal extent is unaltered.
However, the response is now symmetric, a property that can
be exploited to simplify the design of equalizers at the receiver.

We now look at the spatial focusing properties of SISO TR.
Using the fact that different taps are uncorrelated and that
for complex Gaussian random variables the complex and the
power correlation are related (see Appendix), it can be shown
that the expected value of the interference power at a location
d away from the intended receiver is given by

E
[

|IF (d)|2
]

=

L−1
∑

l=0

P 2
l +

L−1
∑

l=0

L−1
∑

k=0

PlPkρRX,l(d)ρRX,k(d)

(30)
The amount of interference depends on the power delay

profile and the correlation properties of the taps. As the
correlation decreases, we expect this to decrease as well. The
expected peak power on the intended receiver (d = 0) is given
by

E
[

|IF (0)|2
]

=

L−1
∑

l=0

P 2
l +

NT X
∑

k=0

NT X
∑

l=0

PlPk (31)

C. Multiple input- Single output (MISO) systems

We now study the case of a multiple input-single output
(MISO) communications system,i.e. whenNTX > 1. Again
the receiver samples the received signal without performing
any advanced signal processing, and the transmitter performs
TR prefiltering.

After the application of TR at the elements of the Tx array,
the equivalent CIR can be written as

heq(t; rRX) =

NT X
∑

m=1

L−1
∑

k,l=0

hl (rTXm
, rRX) hk (rTXm

, rRX)δ(t−τl+τk) (32)

Again, by symmetryheq(t; rRX) = heq(−t; rRX). The equiv-
alent CIR after TR is the sum of autocorrelation functions,
and is therefore symmetric aroundt = 0. It also achieves its
maximum att = 0. It has double the temporal extent of the
initial CIRs, however we expect the autocorrelations to add
coherently att = 0, and incoherently off the peak. Therefore
we expect the delay spread to be lower than in the baseline
case and the SISO TR case.

It can be shown that

E
[

|heq(0; rRX)|2
]

=

N2
TX

(

L−1
∑

l=0

Pl

)2

+

NT X
∑

n=1

NT X
∑

p=1

L−1
∑

l=0

P 2
l |ρTX,l(dnp)|2 (33)

E
[

|heq(mTu; rRX)|2
]

=

NT X
∑

n=1

NT X
∑

p=1

L−1
∑

l=|m|
PlPl−|m|ρTX,l(dnp)ρTX,l−|m|(dnp) (34)

wherednp = rTXn
− rTXp

.

By substituting this new power delay profile in equation (5),
we can find the perceived DS after TR. If the signals are fully
correlated (ρTX,l(dn,p) = 1,∀ l, n, p), then the delay spread
stays the same as in the SISO/ baseline case.

If the signals are fully decorrelated (ρTX,l(dn,p) =
0,∀ l, n, p), then

DSTR,NT X>1 =
1√

NTX

DSnoTR (35)

Therefore MISO TR can reduce the DS by a factor of up to√
NTX relative to the baseline case.
Let us now concentrate on the amount of achievable spatial

focusing in the case of a MISO system. Under the assumption
of Rayleigh fading and the separability of the transmit and
receive correlations, it can be shown that the expected value of
the interference power at a locationd away from the intended
RX is given by

E[|IF (d)|2] =

L−1
∑

l=0

P 2
l

NT X
∑

n=1

NT X
∑

m=1

|ρTX,l (dnm)|2 +

N2
TX

[

L−1
∑

k=0

L−1
∑

l=0

PlPkρRX,l(d)ρRX,k(d)

]

(36)

The amount of interference depends on the pdp and the
correlation properties of the taps, at both the TX and RX sides.
As the correlation decreases, we expect this to decrease as
well. The expected peak power on the intended RX (d = 0)
is given by

E[|IF (0)|2] =

L−1
∑

l=0

P 2
l

NT X
∑

n=1

NT X
∑

m=1

|ρTX,l (dnm)|2 +

N2
TX

L−1
∑

k=0

L−1
∑

l=0

PlPk (37)

In contrast to the SISO case, the power on the intended
receiver depends on the transmit correlation as well.

V. I LLUSTRATION OF THEORETICAL RESULTS

Our purpose is to illustrate graphically the theoretical results
of the previous section, and investigate how the various param-
eters affect the system performance, using the IEEE802.11n
channel model.

We are going to compare the following transmission sce-
narios, namely:

1) Baseline communication, where the TX does not do any
pre-processing,

2) SISO TR, where a single TX applies a TR filter and the
RX does not perform any equalization, and

3) MISO TR, whereNTX TXs apply a TR filters and the
RX does not perform any equalization.

The channel models that we are going to investigate are the
models presented in Section IIIE, namely: (a) Model B, (b)
Model C, and (c) Modified Model C.
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The system performance is evaluated in terms of the DS
reduction and the achievable spatial focusing.

We want to investigate how these performance measures are
affected by:

• Number of transmitters: To illustrate this effect we com-
pare the performance cases ofNTX = 1 or NTX = 2 in
an environment described by model B.

• Transmit correlation: To illustrate this effect we compare
the performance of a system with two TX antennas
(NTX = 2), separated by either0.5λ or 2λ, in an
environment that follows the description of model B.

• DS of the original channel model: To illustrate this effect
we compare the performance of a single TX system
(NTX = 1) in two environments described by model B
and the modified model C respectively. These have the
same angular characteristics but different DS characteris-
tics.

• Angular spread at the receiver: To illustrate this effect we
compare the performance of a single TX system (NTX =
1) in two environments described by model C and the
modified model C respectively. These have the same DS
characteristics but different angular characteristics.

A. Delay spread analysis

Table IV shows the delay spread for the three communica-
tion scenarios under investigation, and for the three channel
models (Model B, Model C, and Modified Model C). The
theoretical results have been derived using the definition of
the DS (see eq. (5)) and the expected tap powers calculated
analytically (see eq. (25) and (33),(34)).

Our first observation is that indeed SISO TR does not reduce
the DS of the channel. The larger the TX separation, the lower
the transmit correlation, and therefore the greater the reduction
in delay spread. Model C has wider angular spread (angle of
departure or angle of arrival) than the Modified Model C, and
therefore the transmit correlations are lower for the same TX
separation. This leads to more significant reduction of the DS
by the application of MISO TR.

TABLE IV

RMS DELAY SPREAD COMPARISON

Theory

Model B No TR 15.65 ns
TR (NTX = 1) 15.65 ns

TR (NTX = 2, sep = 0.5λ) 14.20 ns
TR (NTX = 2, sep = 2λ) 12.58 ns

Model C No TR 33.43 ns
TR (NTX = 1) 33.43 ns

TR (NTX = 2, sep = 0.5λ) 27.88 ns
TR (NTX = 2, sep = 2λ) 27.30 ns

Mod. Model C No TR 33.43 ns
TR (NTX = 1) 33.43 ns

TR (NTX = 2, sep = 0.5λ) 30.34 ns
TR (NTX = 2, sep = 2λ) 26.93 ns

B. Spatial focusing analysis

In the absence of TR, no spatial focusing can be achieved
and the average received power is the same at all the locations

around the intended RX. Therefore we do not show the result
for the baseline scenario.

Fig. 2 shows the expected value of the interference power
around the intended RX, assuming that the intended RX is
located at the point(0, 0) of our axis system. The results shown
have been generated for a channel that follows the description
of Model B under the assumption of a single TX antenna
and all distances are shown in terms of the wavelengthλ. The
average received power at any location has been normalized by
the average received power on the intended RX, as calculated
from the theoretical formulas developed in Section IV. Clearly,
the application of TR results in spatial focusing of the power
on the intended RX only.

Fig. 2. Spatial focusing in dB for SISO TR

We now look at the effect of transmit correlation. Fig. 3
shows the expected received power around the intended re-
ceiver (assumed to be located at(0, 0) of our axis systems)
when NTX = 2, and the two transmitting antenna elements
are separated by eithersep = 0.5λ or sep = 2λ (in the latter
situation the transmit correlation is significantly reduced).
Again all distances are shown in terms of the wavelengthλ.

The comparison of Fig. 3 with Fig. 2 shows that indeed
spatial focusing improves with the introduction of more TX
elements. It does so more dramatically when the TX elements
are less correlated.

The next parameter to investigate is the DS of the channel.
For that we compare Model B and the modified Model C that
have the same angular characteristics, but different DSs. Fig. 4
shows the expected received power around the intended RX
(assumed to be located at(0, 0) of our axis systems) in a
channel that follows the description of the modified Model C,
assuming that there is a single TX antenna. All distances are
shown in terms of the wavelengthλ. The comparison of Fig.
4 and Fig. 2 clearly illustrates that increasing the DS of the
channel improves the achievable spatial focusing.

Finally, we look at how the angular spread of the chan-
nel affects the quality of the spatial focusing. For that we
compare Model C and the modified Model C that have the
same temporal characteristics, but different angular spreads
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(a) MISO TR (NTx = 2, sep = 0.5λ)

(b) MISO TR (NTX = 2, sep = 2λ)

Fig. 3. Spatial focusing in dB for MISO TR (NTX = 2) (a) sep = 0.5λ,
(a) sep = 2λ

(Model C has larger angular spread and therefore higher spatial
decorrelation). Fig. 5 shows the expected received power
around the intended RX (assumed to be located at(0, 0) of
our axis systems) in a channel that follows the description
of the Model C, assuming that there is a single transmit
antenna. All distances are shown in terms of the wavelength
λ. The comparison of Fig. 4 and Fig. 5 clearly illustrates
that increasing the angular spread of the channel improves
the achievable spatial focusing. The two plots decorrelate
differently along the x- and y- axes because the clusters in
the two models have different mean angles of arrival.

VI. CONCLUSIONS

In this paper, we investigated analytically the spatio-
temporal focusing potential of the time-reversal technique and
how it relates to the channel properties. The theoretical results
were illustrated using the channel properties reflected in the
IEEE802.11n channel model, that describes typical situations
in wireless local area network (WLAN) scenarios.

Fig. 4. Spatial focusing in SISO TR for the modified model C

Fig. 5. Spatial focusing in dB for SISO TR with Model C

The application of TR does not reduce the perceived DS
of the channel in the SISO situation. In that case, additional
signal processing at the RX and/ or the TX is required. The
addition of more transmit antennas can reduce the delay spread
of the channel. The effectiveness of this technique dependson
the channel correlation around the transmitters.

The spatial focusing properties of TR depend on the channel
correlation around the intended RX in both the SISO and
MISO TR situations.

In summary, increased DS, increased angular spread, more
transmit elements and low transmit correlations contribute
to increased temporal and spatial focusing. Under sufficient
conditions, the received signal is lower by 10dB relative to
the intended receiver at distances as short as 1 wavelength
away.
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APPENDIX

The following properties of Gaussian random variables are
useful for the derivation of the analytical properties in this
paper.

• Higher order moments
If x is a real, zero-mean, Gaussian random variable with
varianceσ2, then

E[x2] = σ2

E[x4] = 3σ4 (38)

If u is a complex, circularly symmetric, zero-mean,
Gaussian random variable with varianceσ2, then

E[|x|2] = σ2

E[|x|4] = 2σ4 (39)

• Power and complex correlations
Let x, y be two complex Gaussian random variables.
Their complex correlation is defined as

ρIQ(x, y) =

E [xy] − E [x]E [y]
√

(

E
[

|x|2
]

− |E [x]|2
)(

E
[

|y|2
]

− |E [y]|2
)

(40)

and their power correlation is defined as

ρPWR(x, y) =

E [PxPy] − E [Px]E [Py]
√

(

E [P 2
x ] − E [Px]

2
)(

E
[

P 2
y

]

− E [Py]
2
)

(41)

wherePx = |x|2, Py = |y|2.
The power and complex correlations are related by

ρPWR(x, y) =
∣

∣ρIQ(x, y)
∣

∣

2
(42)

• Product of Gaussians
Let x1, x2, x3, x4 be zero-mean, real Gaussian random
variables, with covariance matrixC. This means that

Cij = E [xixj ] (43)

The expectation of the productx1x2x3x4 is given by

E [x1x2x3x4] = C12C34 + C13C24 + C14C23 (44)
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