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Abstract- We investigate the impact of retransmissions on the 

HDTV video packet loss ratio over a network in which video 

packets are at the risk of getting lost due to buffer overflow. The 

use of retransmissions in these circumstances is a mixed blessing. 

On the one hand, retransmissions add to the packet sending rate 

associated with each video flow, which increases the original load 

on the network, resulting in a higher buffer overflow probability. 

On the other hand, retransmissions allow for the recovery of lost 

packets, which alleviates the bad video quality due to buffer 

overflow. We find in this paper that the beneficial effect of basic 

retransmission strategies vastly outweighs the detrimental effect 

caused by the load increase. 

 
I. INTRODUCTION 

 

Conceptually a packet-based network transporting video 

often has a tree structure as illustrated in figure 1 [1]. In its 

simplest form it consists of 1) a common link between an 

ingress node (in which the video flows are injected) and a fan-

out node, and 2) individual links from the fan-out node 

towards each individual user. For video flows transported 

over a packet-based network it is of paramount importance 

that the Packet Loss Ratio (PLR) over the network be kept as 

low as possible as each packet that does not reach a user 

translates in an unappreciated visible distortion on the user’s 

display. 
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Fig. 1: Tree structure of a typical packet-based network. 

 

In previous work [2] we concentrated on controlling the 

impact of packet loss that occurred beyond the fan-out node 

(i.e., the last mile link and the home network), where the 

packet loss was due to noise phenomena during transport. In 

this paper we focus on the packet loss on the common link 

between the ingress node and the fan-out point. Generally 

speaking the latter link is free of transport errors. However, 

since this link needs to transport the packets of all individual 

video flows destined for different users there may be some 

contention in the ingress node. Indeed, the arrival of the 

packets of the aggregate of all video flows in the ingress node 

is governed by a random process, and it may happen that a 

packet arrives at the same time an earlier packet is being 

transported. To deal with this kind of contention, the ingress 

node must be equipped with a “First In First Out” (FIFO) 

buffer that temporarily stores packets awaiting transport over 

the common link [3]. In practice, such buffer always has a 

limited storage capacity, which implies that an arriving packet 

can encounter a full buffer. When this happens, the packet 

will simply be discarded at the buffer (i.e., it gets lost), which 

will (if this is not corrected) be experienced further 

downstream by some user(s) as a visible distortion. 

In this paper we examine whether or not retransmissions 

[4,5] can alleviate the packet loss problem in a video stream 

caused by buffer overflow in the ingress node. For that 

purpose the video packets received by a user are temporarily 

stored for a certain period before they are played out. This 

gives the receiver ample time to detect that a packet is lost 

(because it did not arrive and the following packet did) and to 

ask the video source for a retransmission via a Negative 

ACKnowledgment (NACK). In this way, each packet that is 

lost due to buffer overflow is retransmitted and a second (or 

even third) attempt is made to get it (over the ingress node) to 

the receiver. The drawback of this strategy, however, is that 

retransmissions introduce an overhead bit rate, which 

increases the overall load in the ingress buffer – and the 

attendant packet loss due to buffer overflow – vis-á-vis the 

classical system without retransmissions. Moreover, an 

additional delay is introduced (due to the fact that packets 

need to be temporarily stored at the receiver side), but in an 

IPTV system this hardly matters.  

So, in summary, although retransmissions provide us with 

a means to fight packet losses due to buffer overflow, it 

backfires as it results in an increase in buffer load and a 

concomitant increase of the PLR owing to overflow. The 

pivotal question is now how these two influences work out 

together. Put another way, we would like to know whether or 

not the overall impact of retransmissions is beneficial or 

detrimental. The aim of this paper is to sort this question out. 

In Section 2, we give the mathematical framework used to 

evaluate the retransmission-loading trade-off that is central in 

this paper. Section 3 presents the results of the evaluation 



along with a discussion. And finally in Section 4, we draw our 

conclusions. 

 

II. RETRANSMISSIONS AS A MEANS TO COUNTER BUFFER 

OVERLOAD 
 

As explained in the introduction, the impact of 

retransmissions on a buffer system is twofold. On the one 

hand, it increases the load, which leads to a higher probability 

of buffer overflow. But on the other hand, retransmissions 

make it possible to recover lost (erased) packets. We quantify 

the impact of both effects in the following sections, after we 

have justified the simplifying assumptions we made. 

 

A. System under study 

In the system at hand, users receive a video flow over a 

network with a tree topology as illustrated in figure 1. All 

packetized video flows are fed into an ingress node, travel 

over a common link towards a fan-out node and are further 

transported over an individual link towards the end-user. At 

the receiver side the video packets are retained for some 

period before they are played out in order for the receiver to 

ask for one or more retransmissions. We focus on High 

Definition Television (HDTV) quality requiring a bit rate of 

about 7.6Mb/s [6]. With the usual payload size of (7x188=) 

1316 bytes, this results in a packet rate of about 720 packets/s 

[7]. The Round Trip Time (RTT) between receiver and 

HDTV encoder (the sum of the delay from receiver to HDTV 

encoder and back) is typically below a few 10s of ms. If the 

RTT is larger a dedicated retransmission buffer can be 

implemented close to the ingress node. 

As we do not concentrate on the individual user links in this 

paper, we assume that they are error-free. To determine the 

packet loss ratio (PLR) in the ingress node buffer, we rely on 

a M/D/1/L queueing model [3]. This so-called Kendal 

notation for queues, summarizes the following underlying 

assumptions: 

- M: a memoryless, i.e., Poisson packet arrival process 

- D: fixed service times (i.e., at Q bps, a packet of size L 

bits requires about L/Q sec to be transmitted) 

- 1: a single outgoing link 

- L: a buffer that can hold up to L packets (including the 

one being transmitted) 

Except for the first one, these assumptions are obvious. The 

assumption of a Poisson packet arrival process is a 

simplifying approximation that can be justified to some extent 

by noting that the packets are generated by a rather large 

number of independent variable-bit rate (VBR) video sources, 

that each contribute only a small fraction to the total traffic. 

There are several ways to determine (or approximate) the 

packet loss ratio in such a queue. We opted for a 

straightforward numerical approach that consists of two steps. 

First, one determines the equilibrium probability mass 

function (pmf) of the system occupancy, i.e., the number of 

packets in the buffer, as observed at the beginning of a packet 

transmission time (i.e., a service time), once transient effects 

have died out. This can be done in a recursive way, which 

turned out to be numerically stable for the parameter values 

we will consider further on. Second, one derives the PLR by 

calculating the average number of packets that get lost during 

a packet transmission time, taking into account the number of 

packets already in the buffer at the start thereof, and weighing 

with the probabilities derived in step one. 

One can easily show that the PLR is determined by two 

parameters only: the size of the system L, and ρ, the so-called 

load. The latter, a dimensionless parameter, is given by ρ = 

λ⋅D, where λ is the arrival rate of the Poisson process, 

expressing the average number of packets arriving at the 

system per unit of time, and D is, as before, the packet 

transmission time (measured in the same time units as λ). The 

load measures how much of the capacity of the system is 

requested by the arriving packets. A load of 1.0 indicates that, 

on average, as much packets arrive per time unit, as the 

system can transmit.  

In figure 2 we illustrate the behavior of the PLR due to 

buffer overflow overflow
LDM

PLR /1//  as a function of the load ρ and 

for various buffer sizes L. From this figure we can see that the 

buffer overflow probability curve sharply increases if the load 

is increased over the range ρ ∈ [0.5;1], in particular for buffer 

sizes L in excess of about 40. 
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Fig. 2: PLR due to buffer overflow in a M/D/1/L buffer system. 

 

B. PLR increase due to overhead 

A load increase is, unfortunately, an inevitable by-product 

of the introduction of retransmissions. By observation of 

figure 2 one can expect a substantial increase in PLR due to 

buffer overflow when the load is increased in an M/D/1//L 

system, especially for common buffer sizes L around 40. In 

fact, when the load in the absence of retransmissions is given 

by ρ, the load in the presence of retransmissions will be given 

by 

][#.Eretrans ρρ =              (1) 

where E[#] is the expected value of the number of transmitted 

packets per original video packet. 

If we apply a retransmission procedure where one copy is 

retransmitted for each NACK and where no more than N 



retransmissions are allowed for each original video packet, the 

value of E[#] will be given as: 
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where Prtr+re[n] is the probability that a video packet is 

transmitted (transmission + retransmissions) n times by the 

video source. With p the probability that a packet gets lost due 

to buffer overflow, we can express Prtr+re[n] as: 
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which, upon substitution in (2), yields: 
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Hence, the load (1) with this retransmission procedure will be 

the solution of the following equation: 
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with )]([/1// ρρretrans
overflow

LDM
PLRp = . 

 

C. PLR reduction with retransmissions 

Of course, the overhead introduced by the retransmissions 

serves a purpose, which is that it allows for the restoration of 

erased (lost) packets. If we assume that the round-trip time 

between the video source and the ingress node is sufficiently 

high such that there is no correlation in the overflow process 

between successively retransmitted video packets
1
, the packet 

loss rate after the application of the retransmission protocol 

explained in the previous section will be: 
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III. RESULTS 

 

Based on the results derived in section II, we can examine 

the overall impact of retransmissions on the PLR caused by 

buffer overflow in the ingress node. Although the focus of this 

paper is on the application of retransmission strategies for 

HDTV, we will first present some general results in section A, 

while section B will interpret these results in light of the 

application for HDTV. 

 

A. General results 

Based on the expressions (5), and (6), we can evaluate the 

relationship between the load ρ of the original video packets 

and the PLR after retransmissions. In figure 3, this 

relationship is shown for a common buffer with size L = 40. 

We immediately observe the following striking results: 

                                                           
1
 This is a fair assumption since we only consider the case where the total load ρ is 

constituted of many sources that each contribute only a small fraction to the total load, 

such that many packets of other flows are fed into the buffer between consecutive packets 

of one particular video stream. As such, one stream of retransmitted packets “observes” 

the queue at time instants far enough apart to consider the packet loss of consecutively 

retransmitted packets as statistically independent. 

• The retransmission strategies result in a tremendous 

gain of several orders of magnitude in terms of PLR 

for values of ρ < 1. However, when ρ exceeds one, 

PLRretrans
N
 quickly converges to overflow

LDM
PLR /1//  for all 

values of N. 

• Although the maximum number of allowed 

retransmissions N has a very substantial impact on 

the PLR for ρ < 1, the performance of all 

retransmission schemes (N = 1, 2, 3, and 4) 

converges for ρ > 1. 
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Fig. 3: Comparison of PLR with and without retransmissions for L = 40. 

 

The previous two conclusions imply that the increased 

performance thanks to retransmissions overcompensates for 

the increased PLR due to the increased load, especially for ρ 

< 1. Once the original load ρ increases beyond one, there is 

only a minor gain that tends to dissipate with increasing load.  

Although this observation was made for L = 40, similar 

results can be found for other values L ≤ 150. In figure 4, we 

show for L ≤ 150 the value of the maximal load ρmax(L) where 

the system with a single retransmission (i.e., N = 1) 

outperforms the system without retransmission by a margin of 

10%, 1% and 0.1%, where this margin ∆ is defined as: 

)(
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This figure shows that ρmax(L) decreases as L increases. 

Nevertheless, the value remains higher than 1 for all 

considered values of L. This indicates that the retransmission 

strategies are beneficial for all buffer sizes (L ≤ 150) up to 

loads in excess of 1. 

 

B. Results for a HDTV system 

In the HDTV system described in section II.A, about 720 

video packets are transmitted per second per user. As a result, 

when the occurrence of packet losses is assumed to be 



random
2
, the mean time between visible distortions TMTBVD 

[h] observed by a user for a given load ρ will be given as 

h
PLR

TMTBVD
3600.720).(

1
)(

ρ
ρ ≈          (8) 

where PLR(ρ) is )(/1// ρoverflow
LDM

PLR  or )(ρN
retransPLR  in the 

absence, respectively presence of retransmissions. 
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Fig. 4: The value of ρmax(L) for ∆ = 10%, 1%, and 0.1%. 

 

The Quality of Experience (QoE) constraint in HDTV is 

typically that a user should experience no more than one 

visible distortion per day (1 day = 12 hours) [6]. In figure 5 

we compare this QoE constraint with the value of TMTBVD(ρ) 

for the conventional unprotected system and the systems with 

retransmissions (N = 1, 2, 3, and 4) for ρ > 0.85. We notice 

immediately that the conventional system is unable to meet 

the QoE requirement of HDTV for loads this high. The 

systems with retransmissions, on the other hand, do meet the 

QoE requirement for loads up to more than 0.92 (N = 1) or 

even more than 0.99 (N = 3, 4).  
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Figure 5: TMTBVD [h] for the systems with and without retransmissions for  

L = 40. 

                                                           
2 Note that in case the packet losses are correlated, these losses will tend to occur in 

clusters where each cluster will be observed as one single visible distortion. In that case, 

(8) will correspond with a worst-case scenario. 

Nevertheless, a real-time video stream cannot tolerate too 

high a latency. Although the constant time the video packets 

are kept in the receiver buffer (in order to allow for 

retransmissions) is not that problematic in steady state, this 

buffer has to be build up when the user tunes in to the 

channel. In that way this latency at the receiver side 

contributes to the zapping delay, which should be kept low 

enough. This implies that we cannot apply just any 

retransmission schedule. Depending on the Round Trip Time 

(RTT) between the video source and the ingress node, we 

have to restrict the maximum number of retransmissions. In 

fact, under the assumption that one copy of the packet is 

retransmitted per retransmission event, the maximum allowed 

number of retransmissions is the (additional) zapping delay a 

user is willing to tolerate divided by the RTT. 

 

IV. CONCLUSIONS 

 

The object of this paper was to evaluate the impact of 

retransmissions on the packet loss ratio due to buffer overflow 

in a network transporting video flows. From the evaluation it 

was obvious that retransmissions have real merit in fighting 

the problem of buffer overflow for a M/D/1/L buffer system. 

In fact, they allow for a reduction of the PLR by several 

orders of magnitude for video loads in excess of one. This 

superior performance allows for the achievement of the QoE 

constraint of HDTV up to video loads close to one, 

substantially outperforming the unprotected conventional 

system. This superior performance is even achieved when no 

more than one single retransmission is permitted. Although 

the performance can be stepped up further when more 

retransmissions are allowed, this higher number of 

retransmissions cannot prevent the rather poor performance 

(in terms of QoE) at video loads in excess of one. 
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