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Abstract� Numerous studies in the �elds of human vision
and electronic imaging have revealed that the human visual
system (HVS) tends to focus on a few preferred areas for
given typical images/scenes. Subjective experiments have also
shown a strong correlation for these preferred areas among
the involved test subjects provided that the same context is
viewed. In light of the limited available and expensive resources in
technical systems such as mobile multimedia systems, it would
therefore be favorable to explore �ndings about the operation
of the HVS in the design of technical communication systems.
This paper aims at stimulating such HVS driven approaches in
the context of preferential image coding; the region of interest
(ROI) coding and its potential application in wireless imaging.
In particular, we will elaborate on the general concepts of
ROI coding, propose a framework for ROI coding for wireless
imaging, review ROI identi�cation mechanisms, and discuss ROI
support by non-standardized techniques and ROI support in the
JPEG2000 standard. As this paper is of conceptual nature, the
work will be consolidated in a classi�cation of contemporary ROI
coding techniques including a discussion of their advantages and
disadvantages. As a consequence, a number of application areas
of ROI coding are identi�ed with the major focus given to the
�eld of wireless imaging.

I. INTRODUCTION

The rapid growth of the third and development of future
generation radio communication technologies has led to a
signi�cant increase in the demand for multimedia commu-
nications involving image and video services. However, the
hostile nature of the radio channel, which is time-varying
and susceptible to multipath fading, makes the deployment
of such multimedia services much more challenging as would
be the case in a wired system. Limitations are also imposed on
these services due to the constraints on the available spectrum
resources. Especially, image and video services require a
substantial amount of bandwidth compared to speech services,
which in turn results in increased terminal power consumption
and potentially reduced range. Radio resource management
(RRM) has therefore gained particular attention in the design
of modern mobile radio systems where high bandwidth de-
manding services and mixed traf�c characteristics pose key
challenges on the resource management. Ef�cient utilization
of bandwidth in digital imaging and video services is achieved
by the use of various compression techniques. In this paper,
we are interested in preferential image coding; the region of
interest (ROI) coding and its potential application in wireless
imaging.

The concept of ROI coding is motivated by studies in
the �elds of human vision and electronic imaging, which
have revealed that the human visual system (HVS) tends to

focus on a few preferred areas when viewing an image [1].
Factors that have been identi�ed to in�uence visual attention
include contrast [2], shape of objects [3], size of objects [4],
color [5], location [6], and context of a given image. It has
also been shown that people in an image attract immediate
attention by the human observer [7]. Furthermore, it has
been observed that objects in the foreground of an image are
given preferable attention over objects in the background of
an image. As such, it is natural to exploit characteristics of
the HVS, especially ROI coding, in the design of technical
systems. So far, applications of ROI coding have mainly been
focusing on source compression techniques, image quality
evaluation, image databases, and strategies for advertising.
However, the use of ROI coding for wireless imaging in mobile
radio systems or wireless local area networks (WLAN) appears
to mainly concentrate in combination with approaches that
deploy unequal error protection [8]�[12]. On the other hand,
more general approaches of using ROI coding with RRM can
be expected to perform favorable in terms of overall system
capacity over traditional RRM techniques.

Moreover, ROI coding potentially allows speci�ed regions
of interest to receive preferential treatment at compression-
time whereby these regions can be compressed at a higher
quality than the rest of the image. This allows further gains
in compression ef�ciency to be achieved at the expense of
the quality of the less important background image infor-
mation while preserving the quality of the more important
ROI image information. Thus, ROI coding is applicable in a
radio environment where the aim is to ef�ciently utilize and
manage the scarce radio resources whilst at the same time
guarantee a satisfactory end-user quality of service (QoS).
As a consequence of the high compression ef�ciency of ROI
coding, the resulting data streams are highly susceptible to the
effects of transmission errors. Even though a number of error
resilience tools have been incorporated with certain standards,
these do not guarantee that the received data is free of errors.
Thus, it is recommended to use advanced error control coding
along with ROI coded multimedia services in mobile radio
applications to minimize the effect of transmission errors.

In view of the above, this paper aims at stimulating HVS
driven signal processing approaches in terms of preferential
image coding; the ROI coding and its potential application in
wireless imaging. In particular, we elaborate on the general
concepts of ROI coding, present ROI de�nitions and identi�-
cation mechanisms, and discuss ROI support by non-standard
techniques and as suggested in the JPEG2000 standard. This



will be consolidated in a classi�cation of contemporary ROI
coding techniques including a discussion about their advan-
tages and disadvantages.

This paper is organized as follows. Section II describes
general concepts of ROI coding. In Section III, a framework
for use of ROI coding in wireless imaging is presented.
Subsequently, Section IV elaborates on approaches that sup-
port ROI identi�cation as this would be a crucial function
in exploiting ROI coding in applications such as RRM in
mobile multimedia systems. In Section V, we provide a survey
of realizations of ROI coding techniques ranging from non-
standardized approaches to JPEG2000 and research focusing
on improving JPEG2000. In Section VI, advantages of ROI
coding in different applications are presented. Section VII
concludes the paper.

II. GENERAL CONCEPTS OF ROI CODING

The sizes of digital images and videos have been increasing
continuously in recent years, which in turn has increased
storage demands as well as bandwidth requirements for their
transmission. Source compression is the most common tech-
nique used to cope with these resource problems. These
techniques may take advantage of different features of the
HVS. For example, the HVS has been shown to be more
sensitive to the luminance (brightness) of an image/scene
and less sensitive to its chrominance (color) information.
This has lead to preferential treatment of luminance over
chrominance during compression, i.e. more compression is
imposed on chrominance while less compression is applied
to the luminance. As far as imaging is concerned, the Joint
Photographic Experts Group (JPEG) and JPEG2000 standards
have used these types of HVS characteristics.

A. Region of Interest
While luminance and other features are commonly applied

to whole images, additional compression gains can be obtained
by exploring spacial sensitivity of the HVS. Studies have
shown that the HVS is more sensitive to certain areas than
the rest of an image. For example, for the image shown in
Fig. 1, the majority of human observers will give preferential
attention to the two helicopters while the remainder of the
image will hardly attract the observers interest. In general,
the areas or regions of the image which attract the HVS
attention more are called ROIs while the rest of the image
is called background. In literature, different terms are used for
ROI such as �preferential area�, �zone of interest�, �focus of
attention�, �object of interest� [13] and �targets� [14]. Keeping
terminology with the majority of publications, we will use the
term ROI. In this sense, ROI coding refers to image and video
coding that gives preferential treatment to ROIs.

Apparently, ROIs can have arbitrary shapes and sizes and
can be different for different observers and for different image
classes. Furthermore, ROIs can be static or dynamic. The
static or �xed ROIs are those de�ned at encoding time and
cannot be changed later on while the dynamic ROIs are those
de�ned and/or changed interactively by the users during the

Fig. 1. Image with helicopters as ROIs [58].

progressive transmission of images. In view of de�ning an
ROI in a technical system, different shapes may be consid-
ered for segmentation the image/scene content into ROI and
background such as circle, rectangle, elliptical segmentation,
or even arbitrary shapes.

B. Image Classes and Region of Interest

As far as implementation of ROI concepts in technical
systems is concerned, a classi�cation of image types with
reference to their source of origin and/or application may be
useful. In the sequel, some of the prominent image classes
along with the related notion of ROI that is typically associated
with these classes are identi�ed and explained.

1) Digital photographs: This class of images is produced
using a digital camera such as a pocket camera, professional
camera or a mobile handheld equipped with a digital camera.
Accordingly, the range of content may vary from portraits
of people, photos of groups of people, architectural buildings
and landmarks, and landscapes. As such, an ROI is naturally
related to the type of content, for example, faces of people in
a group.

2) Satellite images and aerial photographs: Satellite im-
ages include images of the Earth or other planets taken from
satellites. Arial photographs are images of the ground taken
from the air, for example, using a helicopter or aircraft.
These images can have a variety of ROIs depending on the
application. Typical examples include buildings, tanks, and
planes on military bases.

3) Medical images: This class refers to images of the hu-
man body or parts of it, taken for either diagnostic and exam-
ination purposes for different diseases or for study purposes.
Endoscopic images, thermographic images, and retina fundus
images are examples of medical images. ROI in this class of
images can vary depending upon many factors including the
disease under consideration.

4) Document images: These are images of different doc-
uments generated by scanning the printed documents. These
documents can be of any type used in residential homes and
of�ces. The ROIs in this class of images may be printed text,
handwritten text, and stamps etc.



(a) (b)

Fig. 2. Sample image �Mandrill�: (a) Original image giving PSNR=
58.48 dB and HIQM= 24.2, (b) Mirrored image giving PSNR= 14.59 dB
and HIQM= 24.2 [16].

C. Quality assessment of ROI coding schemes
Quality assessment of particular source compression or ROI

coding schemes are often based on using measures such as
peak signal-to-noise ratio (PSNR) and mean squared error
(MSE). However, both measures are �delity metrics that relate
to pixel-by-pixel comparisons, they not necessarily correlate
well with human perception [17], [18]. In order to better
correlate the performance of image or video processing ap-
proaches to the actual quality as perceived by humans, it is
suggested to deploy measures that incorporate aspects of the
HVS. We will refer to these measures as objective perceptual
image quality measures when they are based on algorithms that
mimic characteristics of the HVS and subjective perceptual
image quality measures when they are deduced from subjective
experiments. In particular with ROI coding, which itself is
based on characteristics of the HVS, it would be natural
to replace �delity metrics with objective perceptual quality
metrics.

To further motivate this perceptual-based image quality
assessment, Fig. 2 presents the example of sample image
�Mandrill� showing (a) the original image and (b) the same
image but mirrored with respect to a vertical axis placed at the
center of the horizontal axis. Clearly, PSNR cannot cope with
this type of operation as pixels would not line up between
unprocessed and mirrored image. In this example, it would
suggest a signi�cant reduction in image quality indicated by
the decrease of PSNR from 58.48 dB to 14.59 dB. In contrast,
perceptual-based quality metrics such as the hybrid image
quality metric (HIQM) [15], [16] can be expected to better
align with quality as perceived by humans. For the example
shown in Fig. 2, HIQM actual gives the same value of24.2 for
both the original image and the mirrored image as the viewing
experience is the same.

In recent years, a number of metrics that are based on image
features rather than image �delity have been proposed such as
the following measures:

1) Reduced-reference image quality assessment: The
reduced-reference image quality assessment (RRIQA) tech-
nique has been proposed in [19]. It is based on the natural
image statistic model in the wavelet domain. In particular,
it calculates the distortion between received and transmit-
ted image using the Kullback-Leibler distance between the

probability density functions with respect to each subband
in the transmitted and received image. The attribute of being
reduced-reference relates to the fact that this metric does not
rely on the availability of the original image but requires only
information of some image properties.

2) Measure of structural similarity: A full-reference metric
has been reported in [20] requiring availability of the original
image for its operation as is the case with PSNR. Although
the applicability of this metric for wireless imaging is limited
due to its full-reference nature, it may serve as a benchmark
test for the reduced-reference metrics. This metric is based
on the degradation of structural information. Its outcome is a
measure of structural similarity (SSIM) between the reference
and the distorted image.

3) Hybrid image quality metric: The reduced-reference
hybrid image quality metric (HIQM) as proposed in [15]
focuses on extracting different features of an image. Namely, it
considers blocking, blur, image activity, and intensity masking
each described by its own metric. The contribution of each
feature to the overall image quality is calculated as weighted
sum of the involved feature metrics. It is noted that these
weights were extracted by statistical analysis of subjective
experiments. The HIQM value is calculated for both the
original image and distorted image, thus, quality degradation
is indicated simply by their difference. Due to the limited
bandwidth of the radio channel, HIQM seems to be well suited
as the overall perceptual quality measure can be represented
by a single number. This number can be concatenated with
the data stream of each transmitted image without creating
too much overhead.

4) Normalized hybrid image quality metric: Although
HIQM uses feature value normalization, namely relevance
normalization, an extreme value normalization would be more
convenient in view of comparisons with other distance mea-
sures such as the Lp-norm. The related NHIQM approach has
been presented in [21], [22]. The normalization ensures that
the weights of the different feature measures fall into the same
range. It is also suggested in this work to optionally clip the
normalized feature values that are actually calculated in a real-
time wireless imaging application to fall in the interval [0, 1].
For example, severe signal fading due to multipath propagation
could result in signi�cant image impairments at certain times
such that the user-perceived quality is in a region where the
HVS cannot differentiate anymore among quality degradation
levels.

III. FRAMEWORK OF ROI CODING FOR WIRELESS
IMAGING

Having motivated a HVS driven system design paradigm,
key functionalities with respect to wireless imaging are identi-
�ed in this section. Fig. 3 illustrates the associated conceptual
framework of ROI coding for wireless imaging.

At the transmitting end, source encoding and channel en-
coding represent the unique processing blocks in this frame-
work that explore characteristics of the HVS for ef�cient
image compression and enable reliable transmission of the



Fig. 3. A framework for ROI coded image transmission over error prone radio channel.

compressed image data over the radio channel, respectively.
In contrast to the conventional image compression approaches
of using spatial redundancy and psychovisual redundancy for
lossy compression, we suggest to also deploy ROI coding
for the preferential areas. This allows for another degree of
freedom in the design of an ef�cient overall system supporting
the following mechanisms among others:
• High quality source encoding of ROIs over background

to reduce bandwidth and storage requirements.
• Controlling of ROI and background compression rates

subject to given QoS constraints. In other words, bit rate
may be traded off with QoS and vice versa.

• Increasing the tool set for producing a desired bit rate
budget other than by the conventional bits per pixel (bpp)
considerations.

• Offering additional source signi�cant information that can
be used to advice more ef�cient channel coding schemes
for source compressed image data other than preferential
treatment of headers over payload.

• Increasing the options for explicit link adaptation in terms
of ROI versus background compression to accompany
power control, adaptive modulation, and adaptive channel
coding.

• Enabling to produce HVS based key performance indica-
tors that may be explored for charging models.

The conceptual components of ROI coding include auto-
matic ROI identi�cation as a �rst processing step and the
subsequent encoding of the ROI area or shape. Owing the fact
that the contemporary image coding techniques use some form
of linear block transform, ROI representation may include a
transform of the ROI shape into an ROI mask with respect
to the transform coef�cients. The subsequent preferential ROI
encoding may then be combined with the usual image com-
pression steps such as quantization, linear block transform,
encoding, and bitstream generation.

The bitstream released by the ROI encoder constitutes the
input to the channel encoder. In addition to conventional
bitstream compositions such as headers, markers, and payload,
the additional source signi�cant information given by the ROIs
calls for replacing equal error protection (EEP) by unequal
error protection (UEP) or incremental redundancy concepts.
This increases the �exibility in adaptation of channel coding

depending on the source compressed image data and the
progression of the transmission conditions on the radio channel
over time including the following options:
• Preferential channel encoding of header and ROI infor-

mation over other components of the bitstream.
• Adaptation between EEP and UEP depending on the

channel conditions.
• Support of explicit link adaption by providing a range of

UEP codes.
• Implicit link adaption with focus on the ROIs using error

detection along with automatic repeat request (ARQ) and
soft-combining techniques.

At the receiving end, the reverse operations to the ROI
encoding and channel encoding need to be performed, given
by the related channel decoding and ROI decoding algorithms.
The major challenges at the receiver, however, may be imposed
by the calculation of suitable quality measures. As far as
mobile multimedia systems in general and wireless imaging in
particular is concerned, approaches that support objective per-
ceptual quality assessment have gained increased attention just
recently. Hence, especially no-reference or reduced-reference
objective perceptual quality metrics are still needed as the
original image content would not be available at the receiver.
These metrics may then be fed back to the transmitter to be
used for link adaptation purposes.

It shall be noted that the proposed framework of ROI
coding for wireless imaging may scale towards wireless video
services. However, spatial-temporal redundancy would need
to be considered in this case requiring to process visual
information across a sequence of frames.

IV. ROI IDENTIFICATION

Given the important role of ROI identi�cation within the
framework of ROI coding in wireless imaging as shown in
Fig. 3, some of the related identi�cation methods are described
in this section.

The importance of image content to viewers varies largely
with the content itself and the class of image under considera-
tion. This variation makes the task of automatic identi�cation
of ROIs more dif�cult and it becomes challenging for an
algorithm to identify ROIs such that they correlate well with
the ones identi�ed by the human observer. To increase this



correlation, human perception and visual attention (VA) should
be taken into account when developing algorithms to identify
ROIs. Different approaches and algorithms for automatic ROIs
identi�cation and extraction can be found in literature [13],
[23]�[29], some of which are discussed in the sequel. It may be
concluded from this overview that the area of ROI identi�ca-
tion constitutes a �eld which needs further work on algorithms
supporting ef�cient wireless imaging. For example, although
two methods for ROI coding are de�ned in JPEG2000 [30]�
[32], no procedures are given for automatic ROI identi�cation.

A. Visual Attention Based ROI Identi�cation
An image coding scheme in conjunction with automatic ROI

identi�cation is presented in [33]. In this work, �rst ROIs are
identi�ed using an algorithm [23], [24] that simulates VA.
After re�ning these ROIs [34], the image is �nally encoded
following JPEG2000 Part 1.

The VA simulation algorithm is based on the hypothesis
that visual attention is, to a certain extent, dependent upon
the disparities between neighborhoods in the image. Although,
the results described in [23], [24] lend some support to the
conjecture, more experiments are needed to further clarify this
hypothesis and the performance of the algorithm.

B. Knowledge Based ROI Identi�cation
A knowledge based hierarchical ROI detection method is

proposed in [26]. This method comprises of three steps as
will be explained in the following paragraphs.

In the �rst step, object grouping is performed based on
their optical characteristics and then within each group proper
resolutions are assigned to objects of similar sizes.

In the next step, ROIs are detected for a given resolution
commencing with extracting different image features based on
color, intensity, edges, and others. Then, some morphological
operations are performed to split overlapping objects and to
merge different regions to form a complete description of one
object in one region. Finally, the detected ROIs are veri�ed
on bases of supervisory information.

In the last step, redundancy that may have been introduced
in the preceding ROI detection step due to downsampled
versions of the input image is removed by pixel grouping. The
small candidate ROIs are then connected to form bigger ROI
bases on the existing knowledge of ROI sizes. A probability
based voting method is used for proper integration.

The advantages of the method include its ability to detect
ROIs of arbitrary shapes, applicability to images containing
connected or broken objects, insensitivity to contrast levels,
and robustness to noise. This approach is useful in the sit-
uations where some of the information about the ROIs is
available.

C. ROI Identi�cation for Document Images
An approach for ROI detection for the �nancial document

images is presented in [25]. In this method, the ROIs are
de�ned and classi�ed into three types; �lled information (FI),
stamps and seals (SS), and handwritings (HW). All three

types of ROIs are detected differently. For FI ROIs, �rst, the
document classi�cation is done based on matching the input
document with a library of prede�ned document models to
�nd the best match. After the input document is classi�ed, the
exact locations of FI ROIs are known based on the document
model of that category. The class of SS ROIs are detected
using connected component analysis based on color and shape
information and the HW ROIs are located by handwriting
identi�cation using an incremental �sher linear discriminant
classi�er. After merging of all the three types of ROIs, a �nal
ROI mask is constructed and �nally the document is encoded
with the JPEG2000 encoder using the generated ROI mask.

The method works well in the detection of ROIs for �nancial
documents. After some modi�cations, the method may be used
for ROI detection in other types of document images but it
cannot be used for other image classes.

V. ROI CODING TECHNIQUES

In this section, we consider some typical non-standard ROI
coding techniques that have been proposed as well as ROI cod-
ing in the JPEG2000 standard along with amendments to this
standard. This will reveal the tool set and existing approaches
that may be deployed in wireless imaging applications.
A. Non-Standard Techniques

Many different schemes for preferential image coding have
been proposed in the literature of which a representative
selection shall be presented in the following.

1) ROI coding scheme for digital photograpghy: A progres-
sive ROI image coding technique based on improved zerotree
wavelet (IEZW) algorithm [36] has been proposed in [37].
After applying a wavelet transform, the algorithm encodes the
wavelet coef�cients in three stages as follows. Firstly, only the
ROI coef�cients for N successive approximation quantization
(SAQ) iterations are encoded. Then, the coef�cients related to
the background region are encoded for the next N iterations.
Finally, encoding is performed on all wavelet coef�cients of
the image until the desired bit rate is achieved. The quality
of the ROI increases with the number N of SAQ iterations.
The location information of the ROI is encoded using the
coordinate data compression (CDC) method [38] in the lowest
frequency band. The simulation results presented in [37]
indicate that, for low bit rates, this algorithm performs better
for the ROI compared to conventional progressive coding in
terms of PSNR. For high bit rates, it gives the same PSNR
for the whole image as the conventional approaches.

Regarding applications for wireless imaging, progressive
ROI image coding is attractive, for example, in database
searches. It allows to quickly identify the content of an image
using a small area that is given by the ROI and proceed to the
next image if the viewed image is not of interest. In this way,
transmission capacity and service costs can be conserved as
only a small amount of bits need to be transmitted over the
radio link. Progressive ROI image coding can also be used
to adopt to a given bit rate budget by trading off the quality
of ROI and background such that a given quality measure is
ful�lled.



2) ROI coding scheme for satellite and aerial images:
Another example of ROI coding can be found in [14] aiming
at very low bit rates. This scheme advocates an object-
based wavelet technique for encoding the ROI. In the �rst
step, contour masks are generated for all ROIs indicating the
shapes of the targets. For this purpose, the automatic target
recognition (ATR) system described in [39] is used. To reduce
the size of information, these contour masks are downsampled
and then coded using a differential chain code (DCC). The
signi�cant mask in the wavelet domain is constructed by using
the upsampled versions of the downsampled masks. In this
step, the image is decomposed into 22 subbands using a 5-
3 biorthogonal 2-D discrete wavelet transform (DWT). Then,
two normalized sequences are produced for each subband; one
consisting of wavelet coef�cients related to the ROI and the
other to the coef�cients of the background. In the next step,
these normalized subband coef�cients are encoded using a
�xed rate trellis code quantizer (TCQ) [14]. Finally, the bits
are allocated optimally in the MSE sense as suggested in [40].

In view of wireless imaging, one advantage of the above
algorithm and similar schemes is its ability to scale the quality
of the regions of interest. In addition, the potential of operating
with very low bit rates, such as related to compression ratios of
320:1, would be a bene�cial feature for wireless applications.

3) ROI coding scheme for medical images: A detailed
survey on ROI coding for the class of medical images can
be found in [41]. In the sequel, we will discuss the method
presented in [42] as an example of this class.

In particular, the image compression algorithm proposed
in [42] aims at reducing storage data with lossless ROI but
lossy background compression. The algorithm is based on
the hierarchical subband decomposition called S+P transform
(Sequential transform + Prediction) [43], which is an integer
wavelet transform. The algorithm is organized in the following
steps. Firstly, normalization of coef�cients is done after taking
S+P transform. Then, the ROI mask is calculated following
the same steps as the forward S+P transform. Subsequently,
a progressive quantization of the calculated coef�cients is
performed using a modi�ed version of the set partitioning in
hierarchical trees (SPIHT) algorithm [44]. The results are kept
in order of importance. Finally, the symbol stream is encoded
using entropy encoder.

B. ROI Coding in the JPEG2000 Standard
As far as imaging is concerned, JPEG2000 is the latest ver-

sion of a series of standards for image compression developed
by the Joint Photographic Experts Group (JPEG). JPEG2000
is thought to provide superior performance and overcome
limitations of the existing JPEG image compression standard,
which suffers from blocking and ringing artifacts, especially
at high compression rates. The rich feature set of JPEG2000
include superior compression performance, multiple resolution
representation, bitstream organization mechanisms to facilitate
progressive decoding by quality and/or by spatial resolu-
tion, single architecture for both lossless and lossy compres-
sion, ROI coding and error resilience tools. Conceptually,

JPEG2000 is a wavelet-based coding system drawing mainly
on ideas of embedded block-based coding with optimized trun-
cation (EBCOT). In brief, wavelet coef�cients are calculated
to reveal the redundancy contained in the image content, the
resulting coef�cients are quantized and subsequently entropy
encoded. The information in the wavelet domain is organized
within bitplanes with each bitplane relating to a particular
compression rate and image quality with respect to the recon-
struction. While the lower bitplanes relate to large compression
rates and lowest quality, the higher bitplanes relate to small
compression rates and highest quality. The bitstream released
by the encoder is organized accordingly, commencing with the
highest bitplane followed by the underlying bitplanes.

Preferential encoding of the ROI is one of the unique
features of JPEG2000 [30], [45] that makes it suitable for
applications such as imaging over error prone channels. In
the sequel, the two methods for ROI coding de�ned in the
standard, general scaling based (GSB) and maximum shift
(MAXShift) method [30]�[32], are presented.

1) General scaling based method: In GSB [30], [32] the
quantized wavelet coef�cients associated with the ROI are
scaled up by a given value, so that the corresponding bits
are placed in higher bitplanes compared to the background as
shown in Fig. 4. For this purpose, the ROI shape needs to be
de�ned, encoded, and included in the bitstream. This shape is
represented by the so-called ROI mask, a bitplane indicating
those quantized transform coef�cients that are suf�cient for the
decoder to reconstruct the ROI. In order to reduce processing
complexity and overhead, only rectangular and elliptical ROI
shapes are allowed.

Advantages of GSB include simple means of adjusting
the preferential treatment of ROI compared to background
by choosing the scaling value and the potential of de�ning
multiple ROIs with different priorities.

2) Maximum shift method: In MAXShift, the quantized
wavelet coef�cients associated with the ROI are scaled up by
an amount such that ROI and background coef�cient bitplanes
do not overlap. In this way, the ROI coef�cients are elevated to
bitplanes above those for the background coef�cients as shown
in Fig. 4. As a consequence, ROI information is placed �rst
in the bitstream and hence no background can be processed
before the whole ROI is decoded. Clearly, all coef�cients
above a distinct bitplane belonging to the ROI while those
coef�cients below that bitplane relate to the background. As
a result, neither overhead nor complexity has to be spend for
ROI mask features.

The advantages of MAXShift include the fact that no ROI
shape needs to be encoded and transmitted, which reduces bit
rate and processing complexity at encoder and decoder. Also,
arbitrary ROI shapes are supported and different subbands can
be treated differently [32].

C. Amendments to ROI coding in JPEG2000

Despite all bene�ts, JPEG2000 has certain limitations.
MAXShift has limitations including those listed below:



Fig. 4. ROI coding in JPEG2000 [47], [51].

• Relative importance between ROIs and background can-
not be controlled.

• No more than one ROI out of several ROIs can be
encoded with different priority.

• No background information can be processed until all
ROI coef�cients are fully decoded.

• Large bit shifts for ROI coding may cause bit over�ows.
GSB overcomes some of the above listed limitations but has

its own shortcomings, such as those listed below:
• ROI shape information needs to be encoded, which

increases overhead and complexity.
• Arbitrary shaped ROIs other than rectangular and ellipti-

cal cannot be encoded with GSB.
Suggestions have been given to overcome these limitations

and to improve ROI coding in the existing JPEG2000 standard.
These approaches fall into two main categories i.e. coef�-
cient scaling based methods and packet rearrangement based
methods. Some of the approaches covering above mentioned
categories are demonstrated below and a comparison is made
at the end of this section.

1) MAXShift-like method: An improvement for MAXShift
and GSB is proposed in [46]. Suggestions are given on how
to choose the optimal scaling value for MAXShift and the
padding of the extra bits appearing during the shift operation.
Also a new ROI coding algorithm called MAXShift-like
algorithm is presented. The MAXShift-like algorithm uses a
smaller scaling value compared to MAXShift.

The MAXShift-like algorithm reduces the bit rate compared
to MAXShift at the cost of a slightly decrease in ROI and
background qualities. MAXShift-like improves over GSB by
removing the need for encoding and transmitting ROI shape
information. The generated codestreams can be handled by
any JPEG2000 decoder.

2) Bitplane-by-bitplane shift/Generalized bitplane-by-
bitplane shift method: A bitplane-by-bitplane shift (BbBShift)
based ROI coding method is presented in [47]. Instead of
scaling all the bitplanes of ROI coef�cients with the same
amount as in JPEG2000, the scaling is done differently
for different bitplanes. The resulting bitplanes after scaling
can be divided into three categories; the �rst and most
signi�cant category contains s1 most signi�cant bits (MSBs)

Fig. 5. ROI coding using BbBShift and GBbBShift as in [47] [48].

of ROI coef�cients, the second category comprises of the
subsequent 2s2 bitplanes containing s2 MSBs of background
and unassigned s2 bits of ROI coef�cients alternately, while
the third category contains the remaining least signi�cant
bitplanes of the background. Here the sum s1 + s2 is equal
to the largest number of bitplanes for ROI coef�cients. This
bit assignment scheme is illustrated in Fig. 5a.

The so-called generalized bitplane-by-bitplane shift (GBbB-
Shift) method proposed in [48] expands on BbBShift. Specif-
ically, after arbitrary non-overlapping ROI and background
bitplane shifting, a binary bitplane (BP) mask is created that
locates the shifted ROI and background bitplanes. Each bit of
the BP mask represents one bitplane as shown in Fig. 5b. The
BP mask is encoded and transmitted which assists the decoder
in shifting the bitplanes back to their original order.

The BbBShift/GBbBShift methods allow early decoding of
signi�cant bitplanes of the background once suf�cient ROI
quality is achieved. Clearly, more �exible control of ROI
and background is supported by BbBShift/GBbBShift which
would operate favorable within the considered framework for
wireless imaging. Moreover, the ROI shape does not to be
encoded while arbitrary scaling values are allowed.

3) Most/partial signi�cant bitplane shift method: In the
most signi�cant bitplane shift (MSBShift) method [49], also
known as partial signi�cant bitplane shift (PSBShift) [50], only
the s most signi�cant ROI bitplanes are shifted keeping the
other bitplanes at their original places (Fig. 6).

The advantages of the method include that relative impor-
tance of ROI and background can be adjusted, multiple ROIs
can be handled using different priorities, and arbitrary shaped
ROIs can be handled without shape encoding.

4) Hybrid bitplane shift method: Another ROI coding
method called hybrid bitplane shift (HBShift) method is pre-
sented in [51], which is actually a combination of the BbBShift
and MSBShift methods. Here, the coef�cient bitplanes are
divided into three parts; the most signi�cant bitplanes of
ROI (MSR), the general signi�cant bitplanes of ROI and BG
(GSRB), and the least signi�cant bitplanes of ROI and BG



Fig. 6. ROI coding using MSBShift/PSBShift.

Fig. 7. ROI coding using HBShift.

(LSRB). The MSR and GSRB bitplanes are shifted in a way
similar to the BbBShift method while the encoding of LSRB
bitplanes is done without any shift like in MSBShift method
(see Fig. 7).

The advantages of the method include; arbitrary ROI shapes
can be encoded and for this purpose no ROI shape information
is needed to be encoded and transmitted, the relative impor-
tance of ROI and background can be controlled and multiple
ROIs can be encoded with different priorities.

5) Demand driven packet rearrangement method: A dy-
namic ROI coding scheme based on the rearrangement of the
packets in the encoded JPEG2000 data stream is proposed in
[52]. The main idea is to place packets associated with ROI
�rst and those belonging to background afterwards in the data
stream so that the ROI can be received and decoded before
the background. The packets linked to the user-de�ned ROIs
are selected after the computation of associated precincts. The
remaining packets in the data stream are rearranged in such
a way that these selected packets are sent prior to the non-
demanded packets, now considered as background for the rest
of the transmission or until a change in the user demands
occurs.

The demand driven packet rearrangement method allows for

dynamic ROI encoding and supports regular polygonal-shaped
ROIs.

6) Multi-level-priority based packet rearrangement method:
This method allows for gradual priority change between
ROIs and background [10], [11]. Instead of de�ning two
priority levels, one for ROIs and the other for background,
multiple priority levels are introduced between ROIs and the
background. The highest priority level is assigned to ROI
packets while for the background packets, the priority drops
following a Gaussian distribution. After priority assignment,
the packets are rearranged among the layers regarding their
level of priorities. The main header of the �nal codestream is
modi�ed to accommodate the new generated layers and empty
packets are created where necessary.

Controlling relative importance between ROIs and back-
ground in each decomposition level and handling multiple
ROIs with different priorities are among the bene�ts of this
method.

7) Low priority packet supersession based packet rear-
rangement method: Another approach of ROI coding based
on packet rearrangement is proposed in [53], which is similar
to the demand driven method discussed above. The only
difference is that no new layers are created and the packets
with priorities lower than certain values are suppressed instead
and therefore there is no need to update the main header.

As such, this method is simple and fast. Also, re-encoding
of the image, i.e. updating the main header, is not needed.

D. Comparison of ROI Coding Methods
A comparison among different approaches of scaling based

ROI coding is given here and summarized in Table I. The
features used for classi�cation of these methods are:
• Support of multiple ROIs with different priorities.
• Relative preference control for ROI and background.
• Support of arbitrary shaped ROIs without need for shape

encoding and transmission.
• Compatibility with JPEG2000 standard.
A more comprehensive comparison may be given if some

more features/parameters such as complexity and memory
requirements for all the methods could be measured accurately.
However, this is outside the scope of this conceptual paper as
the presented methods serve only as indication for potential
amendments in contemporary image compression techniques
towards wireless imaging.

VI. ADVANTAGES OF ROI CODING IN DIFFERENT
APPLICATIONS

It is important to understand the effects of preferential ROI
image coding on perceptual quality in order to eventually
bene�t over non-ROI coding. As JPEG2000 is the only stan-
dard that supports ROI coding, preliminary research has been
focusing on this standard and its ROI coding approach.

A. General Performance Characteristics of ROI Coding
1) Subjective experiment: The work presented in [33] in-

vestigates on perceptual quality of ROI coding versus non-ROI



TABLE I
COMPARISON BETWEEN DIFFERENT ROI CODING METHODS.

Name Support of multiple ROIs encoding ROIs and background Arbitrary shaped ROIs Compatibility with
with different priorities relative preference control without shape encoding JPEG2000 standard

MAXShift - - X Included in the standard

GSB X X - Included in the standard

MAXShift-Like - X X X
BbBShift/GBbBShift - X X -

MSBShift/PSBShift X X X -

HBShift X X X -

coding. Detection of the primary ROIs was done using a VA
algorithm [23], [24], [54]. Images were ROI encoded using
the MAXShift method of JPEG2000. A subjective experiment
was conducted involving ten subjects (8 male and 2 female
viewers) to reveal the relationship between encoding/decoding
mechanisms and perceptual quality. It was concluded that ROI
coding performs well for image content that comprises of a
distinguished ROI over background of little relevance. The
favorable operation of ROI coding seems to decrease with
an increase of contextual detail in the background. It was
also concluded that the bene�ts of ROI coding over non-ROI
coding increases with the decrease of bit rate in terms of bits
per pixel. Speci�cally, it was suggested that coef�cient scaling
based ROI coding is best in situations where arbitrary shaped
ROI needs to be encoded in the bitstream and where ROI size
is less than 25% of the image size.

Although this experimental work indicates bene�ts of ROI
coding in certain scenarios over non-ROI coding, larger sub-
jective test campaigns would need to be conducted. In order
to produce statistically more relevant results, a methodology
following ITU-R Rec. BT.500-11 [55] is recommended. This
would involve a group of at least 20 test subjects and the exper-
iment to be conducted in two independent visual laboratories.
In view of applications in wireless imaging, it would also be
interesting to investigate whether the bene�ts of ROI coding
are more pronounced once impairments to the JPEG2000
compressed image are imposed by the error prone radio
channel as an ultimate test of its applicability. Furthermore,
ROI coef�cient scaling methods other than MAXShift may
perform differently and should be analyzed for comparision.

2) Mechanisms of processing spatial detail: In [54], an in-
vestigation about the impact of the three different mechanisms
provided in JPEG2000 for encoding/decoding of spatial detail
on the perceptual image quality is provided. In particular,
tiling of ROI and background, code block size selection,
and scaling of ROI coef�cients are considered. Performance
assessment was done using the �delity metric PSNR and was
not linked to a perceptual metric or a subjective experiment.
The numerical results produced in this work support the
following conclusions. ROI coding using tiling was not found
to be ef�cient. This is thought to be due to the primary purpose
of tiling being a mechanism to reduce memory requirements

rather than advancing ROI coding. As for the ROI coding using
different code block sizes, it was observed that the selection
highly dependents on bit rate, ROI size and priority of ROI
compared to the background. For high bit rates, large ROI or
nearly equal important ROI and background, a block size of
32 × 32 was suggested while a 16 × 16 block size should
be used when ROI size is small compared to image size, bit
rate is low or when ROI has high priority over background.
In addition, it is also suggested to use code block selection
where arbitrarily shaped ROI is expected to be extracted from
the coded bitstream. Finally, the coef�cient scaling based ROI
coding seems to perform best in scenarios where arbitrary
shaped ROIs are needed and ROI accounts for less than25%
of the image.

B. Exploring ROI Coding for Wireless Imaging
Combining ROI coding with channel coding, in particular

using UEP over EEP, is a natural choice for exploring spatial
detail. Three UEP schemes for ROI coding are reported in the
sequel. They all support the favorable operation of ROI coding
in conjunction with UEP for wireless imaging.

1) UEP and ROI Coding: The scheme proposed in [56]
takes advantage of the hierarchical nature of the ROI coding
of JPEG2000. It uses MAXSHift for ROI coef�cient scaling
and applies two levels of error protection. Strong protection
is given to the ROI packets using the (24,12) extended Golay
code and relatively weak protection is given to the background
packets using the (8,4) extended Hamming code. Conventional
EEP was considered for comparison. The average PSNR of the
ROI and the background information over 100 tansmissions of
the image under test and number of openable images (openable
with the Kakadu software [57]) were compared for both
schemes. The results show that the images protected by UEP
offer higher PSNR compared to those protected by EEP. For
the scenario considered in this work, it has also been observed
that none of the received images was decodable at a signal-to-
noise ratio of 6dB when EEP was used whereas 42% of the
received images were decoded when UEP was utilized.

2) Adaptive UEP and ROI Coding: In [12], the priori-
tized adaptive unequal channel protection (PAUCP) scheme is
presented. It assigns protection to each JPEG2000 packet by
making use of adaptive unequal channel protection (AUCP)



[8], [9] and the priority of the packet based on its distance
from the center of the ROI as presented in [10]. Simulation
results for Rayleigh fading channel showed an improvement
in the visual quality of the reconstructed images compared
to different channel protection techniques at different channel
conditions and bit rates.

3) JPEG2000 Wireless: In April 2007, the JPEG2000 im-
age coding system Part 11: Wireless, also referred to as JPWL,
has became a published standard [59]. JPWL employs error de-
tection and error correction techniques to the codestream in or-
der to facilitate transmission of JPEG2000 encoded image data
over error prone wireless channels and networks. It basically
addresses the fact that the error protection technique advised
in the JPEG2000 core standard operates on the premise of
error-free headers, which in many applications such as wireless
imaging over radio channels may not be ful�lled. In particular,
JPWL speci�es two cyclic redundancy check (CRC) codes, the
16-bit CRC-CCITT (X25) and 32-bit Ethernet CRC to be used
in the common way for error detection. Alternatively, a set of
Reed-Solomon (RS) codes for a variety of block lengths and
error correction capabilities are speci�ed. The set of RS codes
is used for forward error correction and enables to perform
UEP for different parts of the codestream depending on their
importance for the reconstruction of the image at the receiver.
In particular, more error protection may be given to the main
header and tile headers in the codestream.

VII. CONCLUSIONS

In this conceptual paper, we have focused on stimulating
HVS driven signal processing approaches in terms of preferen-
tial image coding; the ROI coding and its potential application
in wireless imaging. For this purpose, the general concepts
behind ROI coding have be presented including the notion
of ROI, image classes, and the important �eld of quality
assessment of ROI coding and related perceptual metrics.
On this basis, a framework for ROI coding for wireless
imaging has been proposed and its key functions have been
discussed. In particular, the areas of ROI identi�cation, ROI
coding and quality measures may be seen as unique features
of such a framework allowing for a number of advanced
system design options. Especially, UEP can accompany or
replace EEP while suitable quality measures would drive
link adaptation techniques and allow for trading off quality
with bitrate and vice versa. Regarding the building blocks
for the suggested framework, it can be concluded that both
ROI identi�cation and perceptual-based image quality needs
further research efforts in order to provide the complete tool
set for the wireless imaging scenario to function ef�ciently.
On the other hand, ROI coding techniques itself are avail-
able as non-standard algorithms and the JPEG2000 standard.
Both classes have been surveyed and discussed in this paper
revealing many options for preference scaling between ROI
and background in the JPEG2000 standard. It has also been
noted that JPEG2000 has recently advised a wireless part
that includes some conventional channel coding schemes to
account for the error prone wireless channel and support

UEP of headers and ROI over background information in
the codestream. Eventually, advantages of ROI coding and
some related work that explores ROI coding is reported and
discussed. Although ROI coding has been shown to operate
favorable over non-ROI coding, the related work appears to be
inconclusive. It may be recommended to perform larger scale
subjective experiments as well as expanding towards studying
the effects of the error prone channel on the perceptual quality
and not solely concentrate on the ROI coding algorithms
in isolation. Similar scope appears to exist when it comes
to exploiting the ROI feature as only a few UEP coding
approaches have been suggested so far while ef�cient link
adaption schemes could further strengthen the bene�ts of ROI
coding in wireless imaging. The work presented in this paper
can support the understand of the relationship between the
fundamental components of ROI coding for wireless imaging
and stimulate the consolidation of those �elds that may still be
considered as underdeveloped. It can also seen as a platform to
expand HVS based methodologies towards cross-layer design
techniques for wireless multimedia systems and general RRM
strategies other than explicit and implicit link adaptation.
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