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Abstract— This paper proposes a scheduling and adaptive
rate control scheme for multi-user multiple-input multiple-output
(MIMO) systems in the uplink, designed to improve system
throughput in single-carrier broadband wireless systems with a
turbo equalizer. In the proposed scheme, to reduce computational
burden for the scheduling and adaptive rate control, scheduling
including stream selection is first conducted in the base station
(BS) based on the expected signal to noise power ratio (SNR)
after the turbo algorithm is converged. The BS also conducts
coding rate optimization for each scheduled stream while conver-
gence for the turbo equalizer is guaranteed thereby maximizing
throughput efficiency. In order to guarantee the convergence
property, this paper also proposes a rate control scheme suitable
for the turbo equalization using an extrinsic information transfer
(EXIT) trajectory which is predicted only from channel transfer
functions. Computer simulation confirms that the achievable
average system throughput can be significantly improved with
the proposed scheme.

I. I NTRODUCTION

Demands for higher data rates and better quality in the
uplink transmission of cellular broadband wireless systems
have been increasing with the diversification of services. To
satisfy these requirements, multi-user multiple-input multiple-
output (MIMO) systems have attracted attention as one of
the breakthroughs because of their potential improvements in
terms of sum-rate capacity [1]. In such systems, an optimiza-
tion of scheduling and rate control to determinewhich user,
which stream, and which rate to transmit is a challenging
problem, because residual inter-stream or inter-user interfer-
ence limits achievable sum-rate capacity, which results in
high computational complexity. Since exponential complexity
increasing is unacceptable for practical systems, heuristic rules
should be adopted to find a solution that achieves near-
maximum sum-rate capacity.

In time-varying multi-user MIMO fading channels, each
spatially multiplexed data stream may experience high channel
gain at different timing. This phenomenon can be exploited
to improve system throughput by scheduling radio resources
with good conditions for each user. The improvement is widely
known as a multi-user diversity effect [2], [3]. Furthermore,
when the transmission rate is adaptively controlled according
to the channel conditions at the assigned timing, redundancy
in information rate can be reduced. The reduction is equivalent

to minimization of a gap between channel capacity and a
transmission rate.

In Ref. [3], one of the optimization methods has been
proposed to achieve near-maximum sum-rate capacity with
low complexity in spatial division multiplex access (SDMA)
systems. However, with increased number of streams, the
optimization’s computational burden becomes heavy due to a
greedy search procedure. On top of that, system throughput
is not always improved although the theoretical sum-rate
capacity is maximized. This is because a capacity-achieving
data transmission scheme for any transmission rates is still
an open issue. For the sake of the enhancement of system
throughput, the adaptive rate control must take into account
a fact that onlydiscrete transmission rates are available in
realistic transmission systems.

Recently, a frequency domain soft canceller with minimum
mean square error (FD-SC/MMSE) turbo equalization has
been recognized as one of the most promising techniques
in applications of broadband mobile communications using
single-carrier signaling [4]. To improve band-efficiency of
the broadband single-carrier systems, Ref. [5] applies the
MMSE turbo equalization technique to multilevel-bit in-
terleaved coded modulation (ML-BICM) using higher-order
modulations such as quadrature amplitude modulation (QAM)
constructed by linearly weighted multiple binary sequences,
by which the equalizer can separate the transmitted binary
sequences constituting the QAM constellation.

Considering all of the above issues, this paper discusses the
scheduling and rate control in the FD/SC-MMSE turbo-based
multi-user MIMO system suitable for broadband single-carrier.
The focus point of this paper is that the data streams from users
can be perfectly discriminated, when an iterative detection of
the FD/SC-MMSE turbo equalizer with ML-BICM signaling
is successfully converged. This fact indicates that MIMO
transmissions can be regarded as single-input multiple-output
(SIMO) transmissions. Therefore, the base station (BS) needs
not search all of thecombinationsof streams in the scheduling
set to find out the optimal set that maximizes sum-rate capacity
but just search a certain amount of SIMO streams in the
descending order of achievable capacity in each stream. This
feature suggests that the BS can appropriately schedule users
with far low complexity. It is, however, required that the turbo
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Fig. 1. Block diagram of the transmitter :Q=4

equalizer should be converged any time.

In fact, one of the rate control strategies used to converge
the iterative detection in broadband single-carrier systems has
been investigated in Ref. [5]. The strategy exploits an extrinsic
information transfer (EXIT) property in the iterative turbo
equalizer [6]. In detail, an EXIT trajectory depicted in previous
consecutive frame transmission is used to allocate the optimal
coding rate. However, the scheme cannot be directly applied
to the scheduling process, becausea consecutive frame trans-
mission is not always guaranteed, thereby the trajectory for
each spatially multiplexed stream cannot be always estimated
using the trajectory analysis proposed in [5].

Fortunately, channel conditions, i.e. channel transfer func-
tions, for the scheduled users can be measured in advance of
the resource allocation when sharing-based channel state in-
formation (CSI) feedback channel is available. Therefore, this
paper also proposes a simple EXIT property prediction scheme
suitable for the rate control even in scheduling systems. There
are two important points in the proposed scheme. The first
one is that the starting and ending points of the trajectory are
estimated only from the CSI feedback, and no knowledge on
the iterative behavior is used. The second point is that the
scheduled users are selected based only on the ending point
of the trajectory to reduce computation burden, and the EXIT
trajectory approximated by linear interpolation between at the
starting and ending points is used to select the optimum coding
rate (the highest coding rate while convergence of the turbo
behavior is guaranteed) only for users to be scheduled in the
next transmission. With this procedure, system throughput can
be maximized with low computational burden in single-carrier
broadband transmissions.

The rest of this paper is organized as follows: In Section
II, the system model used in this paper is presented and the
adaptive scheduling and rate control is described in Section
III. The performance of the proposed scheme is evaluated in
Section IV and followed by conclusions in Section V.
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II. SYSTEM MODEL

A. Multi User Environment

We consider a multi-user MIMO channel where a BS
equipped withN receive (Rx) antennas can accommodateM
streams in the uplink. The detailed channel model is described
in Appendix. Note thatU users withMU streams resulting
UMU > M streams are located in the environment and the
M streams out ofUMU are selected by a criterion described
in III-B at the BS.

B. ML-BICM Transmitter

Figure 1 shows a block diagram of a single-carrier based
broadband MIMO transmitter with an adaptive rate control
module. In this configuration, spectrum efficiency is flexibly
controlled by ML-BICM [7] structure and high throughput can
be supported by QAM constellation and MIMO transmission.

In the ML-BICM, each layer consists of a quaternary
phase shift keying (QPSK) symbol sequence, and plural layers
are weighted and superimposed to construct a higher level
modulated symbol sequence. For example, when2Q ary
QAM is employed,Q/2 layers of QPSK symbol sequence
is superimposed. Therefore, whenM streams are multiplexed
in the MIMO system, the number of layers isMQ/2 in total
1. Each layer is denoted asχ[m, q] (m = 1, · · · ,M, q =
1, · · · , Q/2). In the layerχ[m, q], the transmitted data se-
quence is encoded with a coding rate selected from the
available code set, where a request of the selected coding rate
in each layer is fed back from the receiver [9].

C. MMSE Turbo Receiver

Figure 2 shows a block diagram of the BS with an FD-
SC/MMSE-based turbo equalizer which is used to mitigate

1Note that the terminology “layer” corresponds to the QPSK sequence
although ML-BICM reported in Ref [8] is based on “level” of binary sequence.



inter-symbol, inter-channel and inter-layer interferences.
At the BS, the channel transfer functions for all users are

estimated. After the received signal is converted into frequency
domain by using a block-wise discrete Fourier transform
(DFT) matrix, an expectation of a transmitted symbolŝ is
calculated from decoder feedback [9]. Usingŝ, an interference
residual vector is generated in a soft interference cancellation
process, which is given by

r̃ = r −Hŝ. (1)

where

ŝ = [ŝT
1 , · · · , ŝT

m, · · · , ŝT
M ]T , (2)

ŝm = [ŝm(1), · · · , ŝm(k), · · · , ŝm(K)]T , (3)

wherer denotes the received signal,H is channel matrix and
K is the length of coded symbols to be transmitted.

The equalizer output vectorzm for the m-th stream can
be derived by the frequency domain processing [10], [11], is
given by

zm = (1 + γmδm)−1[γmŝm + F HΞH
mΨ−1F M r̃], (4)

where

γm =
1
K

tr[ΞH
mΨ−1Ξm], (5)

Ψ = Ξ∆Ξ + 2σ2INK , (6)

∆ = (IM − diag[δ1, · · · , δm, · · · , δM ])⊗ IK , (7)

δm =
1
K

K∑

k=1

|ŝm(k)|2, (8)

where2σ2 is the noise spectral density,tr[·] denotes a sum-
mation of diagonal elements in the matrix,diag[·] denotes a
matrix operator which extracts only diagonal elements in the
matrix andΞ denotes the frequency domain representation of
the channel matrix defined by

Ξ = [Ξ1, · · · ,Ξm, · · · ,ΞM ]. (9)

where Ξm is the frequency domain representation of the
channel matrix amongm-th stream and all Rx antennas pairs.
The block-wise DFT matrixF M is given byF M = F ⊗ IM

whereF is a K × K DFT matrix, Ix is an x × x identity
matrix and⊗ denotes Kronecker product.

Let us assume that the equalizer output follows a Gaussian
distribution [12], the equalizer output can be approximated as
[8], [9]

zm = µmsm + ψ, (10)

whereµm, sm and ψ represents equivalent amplitude level,
transmit signal from them-th stream and zero mean indepen-
dent complex Gaussian noise with varianceNm, respectively.
From Eqs. (4) and (10), the gainµm, the complex varianceNm

and signal to noise power ratio (SNR)snrm of the equalizer
output for them-th stream can be expressed as

µm = (1 + γmδm)−1γm, (11)

Nm = µm − µ2
m, (12)

snrm =
(µm)2

Nm
. (13)

After calculation of extrinsic log likelihood ratios (LLRs)
based on the equalizer output at a demapper and Eqs. (11)
and (12) [7], a parallel-to-serial (P/S) converter provides LLR
stream for each layerLE

m,q. The obtained LLRLE
m,q is for-

warded to the soft-input soft-output (SISO) decoders followed
by calculation of the decoder output LLRLD

m,q. After LD
m,q is

interleaved and S/P converted, the expected transmitted symbol
ŝm is generated. These extrinsic LLRs for theq-th layer of
m-th stream are iteratively exchanged between the equalizer
and the decoders via deinterleaver and interleaver.

III. A DAPTIVE SCHEDULING AND RATE CONTROL

A. Convergence Property on an EXIT Chart

According to Ref. [5], [6], the mutual information (MI)I
between the transmitted coded bitsC ∈ {±1} with equiprob-
able occurrence and the extrinsic LLR is given by

I = 1−
∫ ∞

−∞
pL|C(ξ|+ 1) log2(1 + e−ξ)dξ

= 1− 2
K

K∑

k=1

log2(1 + e−Lk)
1 + e−Lk

(14)

where pL|C(ξ|b) is a probability density function (PDF) of
LLR being ξ conditioned upon the coded bitb, and Lk is
the LLR of thek-th bit. Eq. (14) indicates that the extrinsic
LLR stream for the equalizer output (LE

m,q) and that for the
decoder output (LD

m,q) can be easily transformed into MI for
the equalizer output (IE

m,q) and that for the decoder output
(ID

m,q), respectively.
1) Decoder EXIT Function:A decoder EXIT function for a

convolutional code with an arbitrary code structure is uniquely
defined by

ID
m,q = GR(IE

m,q). (15)

Figure 3 shows the EXIT characteristics of several channel
decoder outputs for convolutional codes with its constraint
length of four specified by Ref. [13]. The decoder EXIT curves
in this figure are for a set of coding ratesR from 1/8 to 7/8,
as described in the figure caption. Curves with higher coding
rate are located higher.

2) Equalizer EXIT Function:Despite the ease in calcula-
tion of the MI for the equalizer output, analyzing the EXIT
characteristic of each layer withM > 1 or Q > 2 is not
easy, because a certain layer’s MI transfer function depends
on the other streams’ and layers’ decoder output MI, which is
formulated as

IE
m,q = Fm,q (ID

1,1, · · · , ID
1,Q/2, · · · , ID

m,1, · · · , ID
m,Q/2,

· · · , ID
M,1, · · · , ID

M,Q/2, Ξ, Es/N0). (16)
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where Es/N0 is energy-per-symbol to the noise spectral
density.

3) EXIT Chart: A snapshot of the EXIT chart for a layer
and a stream is depicted in Fig 4, whereM = 2, N = 2,
Q = 2 (QPSK), 24-path frequency selective fading with 2
dB exponential decay factor, andEs/N0 = 6 dB. The MI is
calculated by 4096 coded bit length. In this case, since each
MI depends on feedback MI from the both decoders of the
two streams, the EXIT characteristic is expressed by planes.
When the number of streams and layers increases more, the
EXIT chart becomes multi-dimensional, which is impossible
to be visualized.

However, convergence analyses forM > 1 or Q > 2 can
be accommodated by projecting the EXIT functions onto two
dimensional planes constructed by the equalizer output MI
and one of the decoder’s output MI [14]. Figure 5 shows
projected EXIT chart of Fig. 4. Gray zones represent region of
the equalizer output MIIE

m,q at an arbitrary value ofID
m,q. In

other words, the lower bound corresponds to the case when the
decoder output MI values fed back from the other stream are
zero, and the upper bound corresponds to the case when those
are one. Solid lines in Fig. 5 show the projected trajectories
which demonstrate a behavior of iterative detection process.
The key point of the iterative process is that the symbol stream
is correctly detected only if the trajectory reachesID

m,q ≈ 1
as shown in Fig. 5 (a). In this paper, this situation is called
as “The trajectory is converged.” In contrast, the detection is
failed if the trajectory is stuck at the point whereID

m,q < 1,
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as shown in Fig. 5 (b). With the same manner, behavior of
iterative detection process in the case of more streams or layers
can be visualized.

B. Scheduling

We now consider that there areU users withMU streams
resultingUMU (> M) streams in the environment, and the BS
selectsM streams out ofUMU streams. TheM data streams
are independently detected, when the iterative detection of
the FD/SC-MMSE turbo equalizer is successfully converged –
corresponding to successful cancellation of inter-symbol, inter-
channel and inter-layer interferences –. If the turbo equalizer is
converged, since perfect knowledge about transmitted symbol
is obtained from decoder feedback information,δm becomes
1 for all m. Therefore, the gainµe

m, the complex varianceNe
m

and SNRsnre
m of the equalizer output form-th stream given

by Eqs.(11)-(13) at the ending point can be rewritten as

µe
m = (1 + γe

m)−1γe
m, (17)

Ne
m = µe

m − (µe
m)2, (18)

snre
m =

(µe
m)2

Ne
m

= γe
m, (19)

whereγe
m is given by

γe
m =

1
2σ2

νK
tr [ΞH

mΞm]. (20)



According to Eqs.(17)-(20), MIMO transmissions can be re-
garded as SIMO transmissions because the equalizer outputs
are independent of each stream. This feature indicates the
decoder output for each stream is uniquely determined without
impacts on combination of simultaneously transmitted stream,
when the equalizer is successfully converged.

In addition, as long as the equalizer output can be regarded
to be subject to a Gaussian random process, the equalizer
output MI IE

m,q can be approximately given by theJ function
[14] for each layer as

IE
m,q = J(σe

m) ≈
(
1− 2−H1(σ

e2
m )H2

)H3

(21)

where the parameterσe
m is defined as

σe2
m =





4snre
m (Q = 2)

3.2snre
m (Q = 4, Layer1)

0.8snre
m (Q = 4, Layer2),

(22)

and relationship betweenIE
m and snre

m are shown in Figure
6. The mapping-specific parameters areH1 = 0.3073, H2 =
0.8935 and H3 = 1.1064 that are obtained by least-squared
curve fitting [15]. Note that the approximation approach has
been originally proposed by Brannstrom [14]. According to
Fig. 6, theJ function is a monotonically increasing function.

This independency involved in calculation of MI suggests
that the BS should selectM streams for simultaneous trans-
mission out ofUMU based on following rule:

1. Calculatesnre
m′(m′ = 1, ..., UMu) for all UMU stream

candidates whereΞm′ for each stream candidate is per-
fectly known at the BS.

2. Select topM streams having highersnre
m′ amongUMU

stream candidates.

As a result, user and stream selection process in the
scheduling is extremely simplified compared to the previously
proposed searching algorithms [3]; just to choose user and
stream having highersnre

m′ .
As explained before, the EXIT trajectory is useful for the

evaluation of the convergence [5], and it is applicable if
data streams are consecutively transmitted. However, in the
scheduling process, a consecutive frame transmission is not
always guaranteed, which means that the equalizer output MI
for each stream cannot always be estimated using trajectory
analysis for previously transmitted signals. In the broadband
wireless access systems, fortunately, we usually have some
means to evaluate channel transfer function. Thus, this paper
proposes an adaptive rate control scheme forselectedusers
using EXIT trajectories predicted only from channel transfer
functions without any information about EXIT trajectories of
previous transmissions in next subsection.

C. Rate Control

In order to predict the trajectory behavior, we now focus
on a starting point and an ending point on the EXIT charts.
The ending point can be calculated by Eq. (21). On the other
hand, the starting point is determined by the equalizer output
at the first iteration [9]. At this stage, feedback information

TABLE I

APPROXIMATION PARAMETERS FOREQ. (27)

Layer H1 H2 H3 H4 H5

1 1.0045 0.4805 -2.2073 0.3187 4.7618
2 1.0027 1.4166 0.1675 1.1746 0.9966

from the decoder does not exist, i.e.,δm is 0. Therefore, the
gain µs

m, the complex varianceNs
m and SNRsnrs

m of the
equalizer output for them-th stream of Eqs.(11)-(13) at the
starting point can be rewritten as

µs
m = γs

m, (23)

Ns
m = µs

m − (µs
m)2, (24)

snrs
m =

(µs
m)2

Ns
m

=
γs

m

1− γs
m

, (25)

whereγs
m is given by

γs
m =

1
K

tr
[
ΞH

m

(
ΞΞH + 2σ2

νINK

)−1

Ξm

]
. (26)

Invoking a Gaussian channel assumption again, the starting
point is approximated by least-squared curve fitting [15]
expressed as

IE
m,q = Jq(snrs

m) ≈
(
H1 −H

−H3(snrs
m)H4

2

)H5

, (27)

where the mapping-specific parametersH1, H2, H3 H4 and
H5 for each layer are listed in Table I. Therefore, the starting
and ending points are constructed only from SNR of the
equalizer output depending on the channel transfer functions.

We now consider to approximate the trajectory for each
layer with a straight line connected between the starting and
ending points. In order to assess the code optimality in terms
of the convergence property, examples of the equalizer and
the decoder output MI transfer characteristics under a given
channel realization are depicted in Figure 7, whereM = 2,
N = 2, Q = 4 (16QAM), Es/N0 = 15 dB, 24-path frequency
selective fading with an exponential decay factor 2 dB, and
4096 coded bits length are assumed. The trajectories of the MI
exchange until eighth iteration are plotted in the figures. There
are four trajectories corresponding to the layersχ[1, 1], χ[1, 2],
χ[2, 1], χ[2, 2]. Fig. 7 (a) shows the case when all layers
can select coding rate without including large redundancy.
As can be seen in the figures, the approximated solid line
matches well with the trajectories of MI exchange, which
correspondence suggests that we can guarantee convergence
with a high probability using the approximated solid line.

However, there might be actually a case where transmissions
cannot successfully converge although the approximated solid
line does not intersect with a corresponding decoder EXIT
curve as shown in the Fig. 7 (b) due to lack of iterations.
Therefore, we add a simple criterion to guarantee the conver-
gence by setting a window between the approximated solid
line and the corresponding decoder EXIT curve as shown in
Figure 8. The approximated solid line and the corresponding
decoder EXIT curve are always separated with window sizew
or more. With this criterion, it is expected that transmissions
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TABLE II

AN EXAMPLE OF THE PRE-CALCULATED ηα
R

R 1/8 1/7 1/6 1/5 1/4
ηα
R 0.3183 0.3567 0.4040 0.4701 0.5545

R 1/3 1/2 2/3 3/4 4/5
ηα
R 0.6602 0.8197 0.9256 0.9509 0.9618

R 5/6 6/7 7/8
ηα
R 0.9714 0.9825 0.9848

successfully converge at any time, even in the number of
iterations is limited.

This convergence feature suggests that the BS should select
a coding rate for each layer at them-th stream based on the
following rule:

1. To achieve high coding rate, select a setR of coding

rates of which satisfyingηα
R < I

E(end)
m,q namely

C ∈ {R | ηα
R < IE(end)

m,q } (28)

for each rate in the set of ratesR, where ηα
R denotes

the equalizer output MI required to yield frame error rate
(FER) ≤ α [9]. An example of the pre-calculatedηα

R

values atα = 0.1 for the convolutional codes are listed
in Table II.

2. One step lower coding rate is selected if the convergence
property applying the concept of window-control is not
guaranteed.

IV. COMPUTERSIMULATION

A. Simulation Parameters

Computer simulation has been conducted to verify an en-
hancement of throughput efficiency by the proposed system.
Table III specifies the main simulation parameters. In this
simulation, there are four users and each user can transmit
up to two streams. At the BS, four Rx antennas are equipped
to discriminate up to four streams at the receiver. Thus, four
streams among potential eight stream candidates are scheduled
and rates are controlled to maximize the throughput efficiency.
As for the channel state, the same average path loss including
shadowing is assumed for all users, and only uncorrelated
instantaneous frequency-selective fading is assumed for each
stream, where 24-path Rayleigh-fading channel with an aver-
age path energy having a decaying factor of 2 dB between the
consecutive paths is assumed. 16QAM ML-BICM is employed
and coding rate for each layer is independently controlled
according to the algorithm explained in Sect. III-C. The Max-
Log-Maximuma-posterioriprobability (MAP) algorithm with



TABLE III

SIMULATION PARAMETERS

Modulation rate Multilevel 16QAM BICM

Coding rate
7/8, 6/7, 5/6, 4/5, 3/4, 2/3, 1/2,

1/3, 1/4, 1/5, 1/6, 1/7,1/8
Data symbol length 2048 symbols

Cyclic prefix 64 symbols

Channel coding
non-systematic convolutional code

( constraint length 4 )
Decoder Max-Log-MAP with Jacobian logarithm

Interleaver Random
Number of Rx antennas 4

Number of transmit stream
for each user

2

Number of users 4
Number of selected streams 4

Channel model
Delay profile

24-path Rayleigh fading
exponentially 2 dB decaying

Channel estimation Perfect

0 5 10 15 20 25 30
0

2

4

6

8

10

12

14

Average transmit Es/N0 [dB]

T
h
ro

u
g
h
p
u

t 
E

ff
ic

ie
n
cy

 [
b
it

s/
se

c]

Proposed w/   window

Proposed w/o window
w/o guarantee

Fig. 9. Average throughput versus transmitEs/N0 property with adaptive
coding

Jacobian logarithm is used in the each layer’s SISO decoder
[16] and the number of iteration in the turbo algorithm is set
to eight. The estimation of channel states and the notification
of the selected coding parameters are assumed to be perfect.

B. Simulation Results

Figure 9 shows throughput efficiency of the proposed
scheduling and rate control scheme with and without the win-
dow control. In addition, the performance without a guarantee
function of the trajectory convergence (coding rate is selected
only by Eq. (28)) is also shown in the figure as a reference
curve. Note that throughput efficiency is defined as [summation
of number of source bits in successful received frames] /
[transmitted time duration in unit of symbol duration], and
transmitEs denotes an transmit energy-per-symbol.

The performance of the non-guaranteed convergence
scheme selects a code for each layer in the setR of coding
rates of which rate satisfyingηα

R < I
E(end)
m,q so that the

coding rates are determined by FER requirementα = 0.1
[9]. It is found from the figure that there is a “valley” around

Es/N0 = 10 dB. This is because the equalizer EXIT curve
intersects with the corresponding decoder EXIT curve before
achieving the target MI, thereby resulting in frame errors.

The performance of the proposed scheme without window
also faces to the same “valley” phenomenon aroundEs/N0 =
10 dB. This is because the convergence of the trajectory cannot
always be guaranteed due to the lack of iterations even when
the equalizer EXIT curve does not intersect with the selected
decoder EXIT curve before achieving the target MI.

On the other hand, the performance of the proposed scheme
with the window sizew = 0.1 can improve throughput
efficiency withEs/N0 without an event of “valley”. The value
w = 0.1 is optimized in the given simulation conditions.
However, the optimum value is almost identical in other
conditions.

These results confirm that the proposed EXIT chart aided
scheduling and rate control technique with the window con-
trol is effective in properly enhance system throughput with
increasingEs/N0.

V. CONCLUSION

An efficient EXIT chart aided scheduling and adaptive rate
control scheme for multi-user broadband MIMO systems has
been proposed in this paper. The proposed scheduling and rate
control scheme provides high data throughput in time varying
spatio-temporal channel characteristics with low complexity.
Computer simulation confirms that the throughput efficiency
can be improved withEs/N0 using the proposed scheme.
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APPENDIX

multi-user MIMO channel

In this paper we consider multi-user MIMO channels where
a BS equipped withN receive (Rx) antennas can accommo-
dateM streams simultaneously.

A symbol transmitted at a discrete timek from the m-th
stream is denoted bysm(k). The channel impulse response
(CIR) between them-th stream and then-th Rx antenna, is
denoted byhn,m(t = lTs) = hn,m(l) with Ts being a symbol
duration. The received symbolrn(k) received at then-th Rx
antenna can be expressed by the convolution of the transmit
signal and the CIR as

rn(k) =
L−1∑

l=0

M∑
m=1

hn,m(l)sm(k − l) + νn(k), (29)

where L denotes the channel memory length, andνn(k)
denotes zero mean additive white Gaussian noise sample with
variance2σ2.

To apply a frequency domain processing with low com-
putational complexity at the receiver, a lengthP symbol
cyclic prefix (CP) is added to each transmitted symbol stream,
resulting the total transmitted symbol block length becomes

P + K. Removing the CP at the receiver, the channel model
in a matrix form is expressed as

r = Hs + ν (30)

where r, s, and ν are the received signal, the transmitted
signal, and the Gaussian noise vectors, respectively, and they
are given by

r =
[
rT

1 , · · · , rT
n , · · · , rT

N

]T
, (31)

s =
[
sT
1 , · · · , sT

m, · · · , sT
M

]T
, (32)

and

ν =
[
νT

1 , · · · ,νT
n , · · · , νT

N

]T
(33)

with their component vectors being

rn = [rn(1), · · · , rn(k), · · · , rn(K)]T , (34)

sm = [sm(1), · · · , sm(k), · · · , sm(K)]T , (35)

and

νn = [νn(1), · · · , νn(k), · · · , νn(K)]T . (36)

With definitions of the terms above, the channel matrix can
then be defined as

H = [H1, · · · , Hm, · · · , HM ] (37)

with its component sub-matrices being

Hm =
[
HT

1,m, · · · ,HT
n,m, · · · ,HT

N,m

]T

, (38)

whereHn,m is a circulant-matrix based on the column vector
[hn,m(0), · · · , hn,m(L − 1),0K−L]T and 0x denotes an all-
zeros vector with lengthx.

The frequency domain representation of the channel matrix
H can be expressed as

Ξ = F NHF H
M (39)

= [Ξ1, · · · ,Ξm, · · · ,ΞM ]

with its component diagonal sub-matrices being

Ξm = [Ξ1,m, · · · ,Ξn,m · · · ,ΞN,m]T . (40)


