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Abstract

Calculating genome edit distances is a computationally difficult problem, but an
important one in the field of biology. In this thesis, constraint satisfaction is applied to
an instance of the problem with inversion, transposition and transversion operations.
Positional and relational encodings are modelled with the MiniZinc CSP specification
language, and it is found that the relational model is more natural and efficient.

In order to calculate distances for longer genomes, symmetry breaking and re-
dundant constraints are implemented on these models. It is found that these addi-
tional constraints improve efficiency considerably, and there is much potential to find
symmetry breaking constraints for both of these models.

A compression algorithm for circular genomes is presented, and it is found that
real world mitochondrial genomes can often be compressed by a significant amount
– most compressed genomes fall into classes of length 2-10, 18-22, and 32-37.

Since the problem is computationally difficult, approximations to this method are
evaluated – particularly, inversion only distance, and the breakpoint distance. It is
found that there are few differences between these approximations and the Inversion
/ Transposition / Transversion method, but these small differences are enough to
influence phylogenetic tree construction, and so cannot be discounted.
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Chapter 1

Introduction

In this chapter, the genome edit distance problem is introduced, and the biological
background knowledge required is reviewed. Motivation for solving the problem
and previous attempts at the problem are discussed.

1.1 Background

1.1.1 The motivation

For as long as humanity has existed, we have been fascinated with animals. Part of
this fascination has led us to attempt to group the animals in some way – naming
them, sorting them, and classifying them. This area of study is known as Biological
classification.

One way of classifying species is through the construction of Phylogenetic trees.
A phylogenetic tree represents evolutionary relationships between groups of organ-
isms, called species. The tree is a hypothesis for the evolutionary ancestry of species.

Our interest in this thesis focuses on the relationships between different species.
To classify with a phylogenetic tree, we require a measurement of how similar a pair
of species are. Ideally, this measurement would precisely represent the evolutionary
distance between two species. However, the exact history is unknown, so we must
use the data we have to approximate the evolutionary distance. We use these dis-
tances to devise a hypothesis of the history of evolution in the form of a phylogenetic
tree.

Apart from curiosity, construction of phylogenetic trees has many practical appli-
cations in the field of biology. When new species are discovered, and little is known
about them, phylogenetic analysis can indicate a species’ close relatives. The traits of
these relatives are likely to be reflected in the new species if there is a short distance
between them in the phylogenetic tree.

This has been useful for synthesising drugs – if an organism produces some sub-
stance useful for drug creation, it is likely that a close relative will also produce this.
Phylogenetic study can reveal new pathways to synthesising drugs [1].
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Knowledge of the phylognies of viruses can give us information about their be-
haviour, and predict the behaviour of future outbreaks [2]. For poisonous animals,
it may be the case that closely related species’ venoms are treatable by the same
antivenom [3].

For these reasons and more, we seek to devise some measurement of distance
between species, and from there, create a phylogenetic tree based on these distances
that closely represents the evolutionary history of a set of organisms.

1.1.2 Biology background

An organism’s traits are defined by its genome, which is the sum of all hereditary
information encoded in the organism. This hereditary information is encoded in
blocks called genes. A gene is a collection of DNA, but our analysis will take place at
the gene level (DNA sequence comparison has been done in the past, but it is usually
the case that gene order analysis is more accurate [4]).

Gene order is considered a good candidate for phylogenetic study due to the
neutral theory of genome evolution [5]. This theory says that when comparing genomes
of species, most gene order differences are fitness neutral, that is, they do not change
the physical traits of the organism, and so there is no selective pressure on many
of the mutations. We also know that the rate of mutation is constant over time.
Therefore, the number of mutations can give a good indication of time since genetic
divergence.

A genome is a string of genes, possibly connected circularly, as is the case with
mitochondrial genomes [6]. Mitochondrial genomes contain 37 genes – 13 proteins,
2 ribosomal RNA’s (rRNA), and 22 transfer RNA’s (tRNA’s) [7]. They are useful for
genome sequence analysis and comparisons between species, as they are relatively
small, and the DNA molecules are abundant and easy to isolate [6]. Mitochondrial
genomes are also useful because genetic information is inherited directly from the
mother. This removes sexual combination of genetic information, making mitochon-
drial genome comparison a more consistent measure of species divergence over time.
This mutation rate for mitochondrial genomes is very slow, enabling us to study
changes in species that diverged in the distant past.

Genes connected to each other may have one of two orientations – we will refer
to these as the positive and negative orientations throughout the paper, and we will
call this property the sign of the gene.

Over time, through the process of evolution, species diverge genetically. This
divergence occurs through mutation. A mutation is an operation that transforms a
genome in some way – for gene sequences, we usually consider some subset of the
following operations:

• Transposition: a segment of genes is moved from one location to another in the
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genome

• Inversion: the order and direction of the genes in a block are reversed

• Transversion: a combination of inversion and transposition on the same gene
block

• Duplication: gene content is duplicated and placed in another location of the
genome

• Deletion: genes are dropped from the genome

The mutation of a parent genome in an offspring genome is the main source of
new genetic information during the course of evolution. However, there are other
influences – for example, it has been observed that genetic data from other species
can have an impact on gene content of the genome. This is known as horizontal
transfer, as opposed to the parent/offspring transfer known as vertical transfer [8, 9].
This is most often the case for single celled organisms, such as bacteria.

1.1.3 Simplifying assumptions

Operation costs Some assumptions must be made to abstract the biological prob-
lem to a computational one. The major assumption that we make is some model of
evolution – we assume that genomes mutate with a few set operations (some of the
operations from § 1.1.2), and with a relative frequency (see § 4.4.1 for information
on these costs). While there is good evidence that these are the operations that oc-
cur in nature, and they occur with this frequency, it is still an assumption that we
make, and it should be remembered that other influences are possible (for example,
horizontal gene transfer).

Duplication and deletion § 1.1.2 also mentions the operations of Duplication and
Deletion – removing and adding gene content. However, in the models we use, we
will ignore these operations, and only examine genomes of equal length and content.
Finding the operations necessary to delete and duplicate content are computationally
simple, and for computing a true distance between genomes of varying length and
content, the costs of these operations should be considered. Our model will look at
genomes of equal length and content (usually the case for mitochondrial genomes,
or synthetically created genomes), and possibly assume that any necessary deletion
and duplication operations that are required have already taken place. The cost of
these additions and deletions are outside the scope of this paper.
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Optimal path Another assumption that is made is that the evolutionary process
will take the shortest path between two species. We assume in our models of the
problem that the evolutionary distance between two species corresponds with the
optimal evolutionary distance (the least cost path using a predefined set of opera-
tions). This assumption is known as the maximal parsimony, or minimum evolution,
principle [10]. The principle is similar to Occam’s razor, where the explanation with
the least assumptions (or evolutionary steps) is preferred. This principle is used for
tree construction in Chapter 9.

Horizontal transfer Horizontal transfer is another biological factor that may reduce
the accuracy of our measures [8, 9, 11]. Our model assumes that the only source of
genetic modification is through the operations transposition, inversion, and transpo-
sition, mutating a parent genome into an offspring’s genome. However, as discussed
in § 1.1.2, this is not necessarily always the case. It is a fair assumption, as the ma-
jority of genetic information mutates through vertical transfer, however, the accuracy
of this measure of distance depends on the relative infrequency of horizontal trans-
fer compared to vertical transfer. This should be kept in mind while assessing the
accuracy of this genome edit distance measurement. This is particularly important
for bacteria and other single celled organisms [9].

1.2 ITT model problem description

This section describes the evolutionary model that we use for the genome edit dis-
tance problem, and a specification of the problem that we use for the rest of the
paper. It describes the problem independent of any encoding choices and solution
methods.

1.2.1 Genomes

We are given two genomes, G1 and G2. Both G1 and G2 are a type of permutation of
the same set, {g1, g2, g3, ..., gn}, where |G1| = |G2| = n.

Genomes G1 and G2 are circular in nature (See Figure 1.1). This means that
a genome is defined relationally (that is, we can specify a genome by listing the
neighbours of each gene).

Genes in each genome are also oriented in one of two directions. This orientation
is indicated with a ± sign.

1.2.2 Operations

We define operations on genomes that modify the state and the order of the genes in
some way. Each operation is a function that takes a genome, and produces another
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Figure 1.1: A genome of length n = 6.

modified genome. Additional arguments may be required to define the operation.

Inversion inversion(genome, block)
This operation takes a genome and mutates it, so that the ordering of genes in the
selected block reversed. It also negates the sign of each gene in the block. (See
Figure 1.2a)

Transposition transposition(genome, block, amount)
This operation takes a genome and mutates it, so that the selected block is moved by
amount in the new genome. (See Figure 1.2b)

Transversion transversion(genome, block, amount)
Transversion is a composition of an Inversion operation, and a Transposition opera-
tion.

Note that the argument “block” is used – this “block” argument is intended to
refer to some contiguous segment of the genome – however, the exact arguments
used will depend on the encoding selected (with our positional encoding, we encode
the block with a start and end index, and the block is shifted in some direction,
arbitrarily chosen to be clockwise. With the relational encoding, we specify by the
block by the start and end gene value).

This model, with the Inversion / Transposition / Transversion operations, is re-
ferred to as the ITT model throughout the paper.

1.2.3 The edit distance problem

The task is to find a sequence of functions f1, f2, ... and arguments that will mutate
some genome G1 into some other genome G2. We assign some cost to the three
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(a) A genome with the block g1, g2 being inverted. Note the change of sign for the inverted
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Transposition

(b) A genome with the block g1, g2 being transposed by amount 1, clockwise

Figure 1.2: The inversion and transposition operations

types of mutation function – transposition, inversion, transversion. The additional
requirement of optimality means that we seek to minimise ∑t cost( ft)

1.3 Previous attempts

We can classify the approaches for finding measurements of similarity between genomes
into two classes – optimal and non-optimal approaches. An optimal approach is one
that attempts to calculate the smallest cost distance between two genomes, assum-
ing the model of evolution described in § 1.2. A non-optimal approach attempts to
estimate this optimal distance with another, simpler to compute metric, possibly pro-
viding an optimal solution to a simplified version of the model.

1.3.1 Non-optimal approaches

Genome comparisons have been done for some time, however, not always with the
ITT model of evolution. Some other models that have been used in the past are the
Inversion Only (IO) model [12], and the transposition only model [13]. These models
restrict possible operations to only the inversion and transposition operations, and
each does not allow the other. Solutions to the IO model can be found in O(n2) time.
The IO model is discussed further in § 6.2.

Additionally, we can perform a linear time static analysis on the gene with meth-
ods like breakpoint analysis, discussed in § 6.1.
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Modifications of simple string edit distance calculations can also provide a rough
approximation to the evolutionary difference between two genome sequences. This
is discussed further in § 2.3.

1.3.2 Optimal approaches

Previous work on this model of genome evolution has been done with planning and
with heuristic search algorithms. The planning approach is discussed in § 2.2.1.

A* heuristic search

Previously, A* heuristic search had been used to solve the ITT model of this prob-
lem [14]. The results show that an iterative deepening search is most effective, cou-
pled with heuristics like breakpoint distance, and counting differences in gene signs.

A pattern database was used to guide the search. It was found that memory
becomes an issue for the pattern database with patterns of genome size 9-10. Overall,
the limits of the algorithm were found at genome length ≈ 15.

1.4 Research questions

This thesis seeks to answer the following questions about the genome edit distance
problem.

What is the best way to phrase the genome edit distance problem as a constraint
satisfaction problem? Is this a good way to approach the problem, what are the ad-
vantages and disadvantages? How can constraint satisfaction be better harnessed
for this problem?
The relational model’s formulation is less obvious, but ultimately more intuitive for
specifying constraints. The relational model is more efficient than the positional en-
coding overall (See § 5.4).

A positional model was also trialled for the problem, with time states being rep-
resented by state variables, and actions being represented as constraints between
consecutive time states (See Chapter 4). This model was found to be less efficient
than the relational model, and overall more difficult to write constraints for due to
operations that wrap over the boundary of the linear array.

Constraint satisfaction has potential for this problem, and there is research poten-
tial in finding more symmetry breaking constraints, and better models of the problem
(possibly using dual modelling, see § 4.1.2).

What is the state of the art for solving the ITT genome edit distance problem?
Which known algorithms procedures are the fastest, and which provide results
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closest to ITT?
Attempts to solve this problem include PDDL planning, heuristic search, breakpoint
analysis and IO algorithms. Breakpoint analysis and IO algorithms are faster as they
are approximations to the ITT model. (See Chapter 2, Chapter 6)

Constraint satisfaction has potential for this problem, but the work done on the
A* heuristic search algorithm provides the fastest solutions [14].

Approximations to the ITT model exist, and the distances correlate with ITT dis-
tance, but the structure of phylogenetic trees produced with each model varies, so
they are not sufficient approximations if ITT is assumed to be the true model of
evolution. (See Chapter 9).

Can we incorporate knowledge of the problem in the solver, or in the problem
specification, with some heuristic?
We can incorporate knowledge of the problem by pre-processing the genomes, and
adding constraints on plan cost that provide an upper bound for the solver. (See
§ 4.5)

What are the properties of real world biology genomes, and what can we learn
about biological genomes to help us compute edit distances for them?
When comparing biological genomes, there is often a great deal of similarity. On
average, mitochondrial genomes of length 37 can be compressed to length 17.0297±
11.2350, but many genome comparisons allow compression to lengths 4 and 19. Few
genomes are compressed to the lengths 11-16. The smaller compressed genome set
is within the range of optimal ITT solvers, but the larger group is out of range. (See
§ 8.3)

What impact does slight variation in the distances have on tree construction? Is
the difference between approximations to ITT and the full ITT model’s costs sig-
nificant enough to warrant extra computation time?
It was found that there is a significant difference between phylognies produced with
the different methods, meaning that IO distance and breakpoint distance are poor
approximations to ITT for biological data (See Chapter 9).

How do the IO and breakpoint models compare with the ITT model, in terms of
speed and accuracy?
It was found that the overall, the approximation distances correlate with the ITT dis-
tance, however, there is some unpredictable variability on some datasets. (See § 7.1, § 7.2)

IO and breakpoint algorithms can be executed in polynomial time, but there is no
known polynomial time algorithm for calculating ITT distance, so the approximation
methods are far superior in terms of speed.
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Chapter 2

Literature review

This chapter presents a survey of current literature relating to constraint satisfaction
and genome edit distances.

2.1 Constraint satisfaction

2.1.1 Constraint satisfaction for planning and scheduling problems

Barták and Salido [15] present multiple open issues for constraint satisfaction prob-
lems. They suggest that generating a good model for problems can be difficult,
and that an appropriately expressive and simple language is necessary. In addition,
it suggests the use of “open global constraints” for modelling planning problems.
These are constraints on multiple variables, and they are advantageous for simple
expression of complex concepts. Solvers can also interpret global constraints in a
way that is efficient to the particular solver.

This indicates that availability of global constraints should be a criteria when
choosing a modelling language for modelling the genome edit distance problem.

2.1.2 Revisiting Constraint Models for Planning Problems

Barták and Toropila [16] discuss the problem of translating a planning problem into
a constraint satisfaction problem. This has an application in formulating a genome
edit plan as a constraint satisfaction problem.

The paper mentions the problem of plans being of variable length, while con-
straint models must be of a fixed length. The proposed solution in this paper is to
iteratively attempt to find plans of length 1, 2, ..., n, until a satisfiable model is found.

The paper also suggests multiple approaches for improving the performance of
solvers on the constraint model, specifically, approaches that cater to the nature of
planning problems. The techniques discussed are symmetry breaking, singleton consis-
tency, nogoods, and lifting.

Symmetry breaking is an important enhancement, and one that has an application
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for the genome edit distance problem. When formulating an edit plan for a gene
sequence, many choices do not interfere, and plans are symmetric. Actions that do
not interfere with each other can be executed in any order, which inflates the search
space unnecessarily. This can be avoided by imposing an arbitrary order on the
actions.

These enhancements all seek to reduce the size of the search space. When look-
ing for performance improvements of the constraint model, reducing the size of the
search space in any way should be the goal.

2.1.3 Constraint Satisfaction Techniques in Planning and Scheduling

Barták et al. [17] discuss various methods of searching for constraint satisfaction so-
lutions, including complete and incomplete searches. The paper mentions incomplete
search algorithms, which are algorithms that may not return a solution if one exists
– failure to find a solution does not imply that there are no solutions. However, it
may be able to quickly find a non-optimal solution. Such methods may be worth
examining for the genome edit distance problem – while not optimal, they can give
a rough idea of the cost and length of an optimal plan.

The paper also introduces the technique of formulating a planning problem as a
CSP model. It suggests a model where each time step of the plan is represented as
a different state, and constraints are imposed on sequential states, depending on the
action chosen at the different time steps.

2.1.4 Constraint Satisfaction Problems on DNA Strings

Bortolussi and Sgarro [18] examine the use of constraint satisfaction techniques for
calculating hamming distances between DNA strings (the DNA word design prob-
lem). While most of the paper relates to the DNA word design problem, the problem
shares some similarities with the genome edit distance problem. Both problems have
large state spaces that inhibit the use of constraint satisfaction techniques.

Some methods discussed in the paper for reducing the size of the state space
include adding constraints which attempt to break the symmetry of the problem,
and introducing heuristics that guide the search toward better solutions, so that CSP
search can be more effective (heuristics can lead to better results earlier, allowing
more pruning and reducing the size of the search space).
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2.2 Domain-Independent Planning

2.2.1 Computing Genome Edit Distances using Domain-Independent Plan-
ning

Haslum [19] phrases the ITT genome edit distance problem as a planning problem
(using PDDL). Several formulations of the problem are examined; however, the most
intuitive formulation was not the most efficient (the multi-step relational formula-
tion performed better than the single-step positional formulation). The advantage
of using domain-independent planning is the flexibility to change edit operations
and their costs, but coming up with formulations of the problem such that current
planners can solve it efficiently requires knowledge of the workings of the planner.
The promise of a biologist being able to phrase models of mutation in a planning
language for easy experimentation has not yet been fulfilled, and so it is concluded
that better methods of finding high-quality plans are required.

2.3 Genomic distance measures

2.3.1 Gene Order Breakpoint Evidence in Animal Mitochondrial Phylogeny

Blanchette et al. [20] examine the use of genomic distance measures in the field of
biology. They indicate that an important use of such measures is in the construction
of distance matrices, that is, comparison of a particular genome with a set of other
genes. This matrix can be used for the construction of a phylogenetic tree (using
various algorithms discussed and compared in the paper).

The construction of this matrix requires many genomes to be compared for a use-
ful result to be produced. Therefore, a computationally cheap algorithm for estimat-
ing genome edit distances is desirable. The paper proposes the method of breakpoint
analysis, which has O(n) running time in the length of the genome.

This indicates that low running time is an important characteristic of an algo-
rithm for computing genome edit distances. Another useful research result would
be an analysis of the accuracy of the estimations produced by breakpoint analysis. If
the optimal gene edit distance is known, we can compare the results obtained by
breakpoint analysis, and see how well correlated this measure is with the optimal edit
distance. How breakpoint distance is calculated, and a comparison with the optimal
distance, can be found in § 6.1.

2.3.2 Current approaches to whole genome phylogenetic analysis

Sawa et al. [8] provide an overview of whole genome analysis, as opposed to tra-
ditional DNA and protein sequence comparisons. These whole genome methods
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attempt to provide a metric that correlates with the true evolutionary distance be-
tween genomes.

Methods examined include calculating distance by inversions only (which can be
evaluated in O(n2) time), and the breakpoint analysis distance, discussed by Blanchette
et al. [20]. Additional methods proposed include static analysis of gene content (the
proportion of genes that are shared between two genomes). Statistical methods are
also discussed (maximum likelihood, and Bayesian methods).

Comparisons of these metrics with an accurate measure of true genome edit dis-
tances would give an indication of which methods are the most correlated.

The paper also concludes that due to the changing nature of biological research at
the moment (with uncertain knowledge of the mechanisms of genome evolution, and
whole genomes being only partially sequenced), methods should be robust against
inappropriate models being used, and flexible to adjust to new models as they are
proposed, agreeing with the assessment given by Haslum [19].

2.3.3 Parametric genome rearrangement

Blanchette et al. [21] introduce a novel approach for calculating costs for the opera-
tions of transposition, inversion, and transversion. Often, operations of inversion and
transposition are given the same cost in genome distance analysis. This is not nec-
essarily true biologically, as transposition and inversion mutations do not naturally
occur with the same frequency.

The method used to calculate the probable weighting between the two operations
is to trial different weights for the operations, and find the point at which the nor-
malised number of moves required to sort various genome permutations (random,
and human) changes the most. It is found that the trade-off point is in the range
2 < wt < 2.5 (where wt is the weight assigned to the transposition operation), as
in this range, the normalised number of moves required to permute the genomes
increases abruptly. It is likely that this is a good value, as for wt within this range,
“many transposition operations are retained despite their elevated cost, [which sug-
gests] that this may be a meaningful solution”

Ultimately, the paper suggests a value of somewhat more than twice the weight
to transpositions as inversions, and questions the results of papers that assign the
same weight to both operations. It also suggests that assigning different weights to
operations over different amounts of genes may provide better gene edit distance
results.

The implementation of this in the MiniZinc model is discussed further in § 4.4.1.

2.3.4 Conservation of genome form but not sequence

Franklin [4] look at the use of DNA sequence comparison rather than the higher level
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gene order comparison. These methods calculate distances based on insertion and
deletion of sequence content, rather than on gene order. Gene order based distance
measures provide more accurate distances for species where gene order is preserved,
but gene content is often not [4]. This is the case with some viruses, for example, the
herpes virus [13], which features a high degree of gene rearrangement.
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Chapter 3

CSP overview

In this chapter, a brief overview of constraint satisfaction is provided, which will
provide a background for the discussion of the application of constraint satisfaction
to the genome edit distance problem.

3.1 CSP overview

3.1.1 A definition of CSP’s

A constraint satisfaction problem (abbreviated CSP) can be informally defined as
a set of variables, each with a domain, and a set of constraints on these variables.
Each variable can take any value from the specified domain. The constraints further
restrict the valid values that variables can take, in various ways.

Problems are defined within a CSP by these constraints. Binary constraints are
constraints that restrict only two variables; for example, a constraint may restrict the
variables x and y with x > y. Complicated constraints, involving more than two
variables, can be broken down into a collection of simpler, primitive constraints.

A global constraint is a constraint that affects a set of variables at all stages of
the solving procedure. They are high level constraints that influence the domains of
many variables. These constraints should be used as often as possible, as solvers can
translate them into constraints as efficiently as possible, and the global constraints
can be specifically catered for by solvers.

Solving CSP’s

A solution to a CSP is an assignment of values to variables that satisfy all of the
constraints on them. For some problems, any satisfying instantiation is considered a
sufficient solution. Alternatively, we may seek the “best” solution, in some way. This
may be determined by a cost function, depending on what is considered a desirable
solution. A solver may seek the plan with the shortest length, or a solution that
minimizes weight, price, time, or another measurement of solution quality.
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Solutions to CSP’s can be found via a backtracking search algorithm. A naïve
solver could search the domain of every variable, and check to make sure that each
constraint is satisfied. Solvers can make many improvements on this though, through
a number of techniques. Some methods include branching on variables with the most
constraints on them, and pruning the search tree.

The advantage of CSP’s

The advantage of using a CSP for modelling a problem is that generalised solv-
ing techniques can be employed, regardless of the problem domain. The modelling
language requires no knowledge of the solving techniques that will be used, and the
solver does not require any knowledge of the problem domain. However, when writ-
ing the model for CSP, care must be taken to ensure that as much knowledge from the
problem domain is incorporated into the model as possible, to allow solvers to make
use of all of problem information that it can (this is done in the form of constraints,
and adding search heuristics)

3.2 An introduction to MiniZinc

MiniZinc is a constraint satisfaction modelling language used to formulate these
problems. MiniZinc aims to be a medium level modelling language, “high-level
enough to express most constraint problems easily, but low-level enough that it can
be mapped onto existing solvers easily and consistently” 1. The high level nature of
the language allows different solvers to interpret MiniZinc constraints in the most
efficient way they can. It supports many global constraints, and is beginning to be
adopted as a standard language for constraint satisfaction problems.

For more information on MiniZinc, see http://www.minizinc.org/.

1http://www.minizinc.org/
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Chapter 4

Positional MiniZinc CSP model

In this chapter, a description of the MiniZinc CSP implementation of the ITT genome
edit distance problem is described. A positional encoding is used. In addition, sym-
metry breaking and redundant constraints that improve solver performance on the
model are described.

4.1 Problem encoding

4.1.1 Positional encoding

The genome edit distance problem was encoded as a constraint satisfaction problem
using a positional encoding system. An array St was declared, encoding the state of
the genome at each time step t. Another array, At specified the action taken from time
step t → t + 1 (in practice this was represented with multiple arrays – see § 4.2.2).
Constraints were then applied that restricted consecutive states from St to be valid
transitions, according to the action array At.

The states in St were encoded as one dimensional arrays of genes, indexed by
their position. That is, St = [g1, g2, ..., gn], where gi is the gene at index i and time
step t, and n is the length of the genome.

It must be remembered, however, that this state is actually circular in structure.
This means that the last element of St is adjacent to the first element. Therefore, St is
equivalent to the state [g2, ..., gn, g1], and all other rotations (n rotations total).

This must be kept in mind when writing constraints for the model.

4.1.2 Other encodings and dual modelling

Relational and reverse positional encodings

Haslum [19] proposed a relational encoding for plan states, rather than a positional
encoding. This is discussed further in Chapter 5.

Other encodings exist, such as the “opposite” of the positional encoding – that is,
rather than variables being the positions, and the domains being the genes, we could
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encode the gene as the variable, and the possible positions as the domains of these
variables.

Dual modelling

While it may seem like we must choose a particular encoding for our model, this is
not necessarily the case. It is possible to use a dual modelling technique to use both
models. Smith [22] suggests that this approach is well suited to permutation prob-
lems, which often have multiple options for problem encodings. After implementing
both models as one model, we can introduce “channelling constraints” that link the
two encodings of the problem, to force both to be in the same state at all stages of
the search. Then, constraints can be intuitively expressed in whichever encoding is
most natural, and inference on either model can be reflected in the other.

It is also only necessary to constrain one of the sub models, as the channelling
constraints will link each version together to ensure consistency (however, for redun-
dancy, it is better to include as many constraints as possible).

Combining these two approaches is a possible extension of the approaches imple-
mented in this paper, and encoding with both may provide additional performance
benefits.

4.2 Framing the problem in MiniZinc

This section provides an overview of the positional model that was created in MiniZ-
inc, and includes information on the model’s parameters, and main variables used.

4.2.1 Input parameters

Several input parameters help define a problem for the MiniZinc solver. These are

1. The initial genome

2. The goal genome

3. The penalties assigned to each operation

4. A pre-computed upper bound on the plan cost (explained further in § 4.5.2)

More control over how the solutions are found can be gained by modifying the
model file directly.
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inversionStarts[s]
}

Inversion
inversionEnds[s]
transpositionStarts[s]

 TranspositiontranspositionEnds[s]
transpositionShifts[s]
transversionStep[s] Transversion

Figure 4.1: A list of variables specifying the parameters for each operation at a
particular time step s

4.2.2 Variables

The state of the problem according to the positional MiniZinc model is uniquely
defined by the contents of several variable arrays. These arrays specify which op-
erations were performed at each step, and the parameters to these operations. The
arrays that specify arguments are listed in Figure 4.1.

Each of these arrays are indexed by the plan step variable s. The inversion arrays
specify the start and end positions for inversion operations, and the transposition
arrays specify the start position, the end position, and the shift that we apply to the
blocks of genes.

It can be seen that there is only one variable array for transversion, however. This
is a Boolean array, and specifies at each step whether a transversion took place. If so,
genes will be inverted as they are transposed, leading to a transversion. This allows
transversion operations to “piggyback” on the transposition constraints, allowing for
fewer constraints overall, and less decision variables, which helps performance.

It may also seem from this variable representation that we allow multiple opera-
tions at the same time step s. However, this is not the case. Constraints were added
to the model that prevent multiple operations at a given time – if one operation has
parameters set at a particular step, all other parameters at the step are set to a “no
operation” value, which indicates that these operations did not occur at that step (in
practice this was a negative value, which would not correspond to a valid operation
parameter).

If all of the operation parameters at a particular step s are set to this “no opera-
tion” value, we say that no action occurred at that step at all. Allowing “no-actions”
solves the problem of variable plan lengths. This is discussed further in § 4.5.1.
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s
1 4 -1 -3 -2 -5
2 1 -4 -3 -2 -5
3 1 2 3 4 -5
4 1 2 3 4 5

Table 4.1: An example of the planStates array, with inversion operations acting
on indices 1-2, then 2-4, then 5. Indices are numbered from 1 to 5, left to right.

4.2.3 Plan states and goal states

Plan states

As discussed in § 4.1.1, a positional encoding was used to model the plan. This was
represented by a two dimensional decision variable array in MiniZinc, named the
planStates[s][i] array. This array is indexed by s - the current state index, and
i – the gene index. Each row of this two dimensional array represents the genome
at a different time step. So, for example, the planStates[s][i] array may look
like Table 4.1.

Initial and goal states

The initial state for a particular problem is an input parameter, and is unchangeable.
We are also given a goal genome, and the objective is to transform the initial genome
into the goal genome. In the example given in Table 4.1, the initial genome is step
s=1, and the goal genome is step s=4. We constrain the genes at these steps directly
to the input parameters, and allow the solver to fill in the intermediate plan states
according to the operation variables specified in Figure 4.1.

Remembering genome rotations however, we cannot constrain the planState

variables directly to the input initial and goal genomes. Additional constraints must
be created to allow rotations of the state, and possibly complete inversions of it too,
as these are equivalent states.

The problem of transforming one genome into another is equivalent to sorting a
permutation into the identity. This is true, as we can perform substitutions on the
indices in the goal genome. For example, if the goal genome was (−1,−4, 5, 3, 2), in
the initial genome, we could replace −1 with 1, −4 with 2, 5 with 3, and so on, so
that the initial genome has been modified, and the goal genome is now the identity.

This problem simplification is useful, as it eases implementation of some con-
straints, and it allows simpler calculation of breakpoint values. An optimisation
discussed in § 4.5.2 works on the assumption that the goal genome is the identity
permutation.
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4.3 Modelling operations

4.3.1 Inversions

One of the actions that we allow is the inversion operation. This operation reverses a
block of genes, and flips the sign of the genes in that segment.

St = (g1, g2, g3, g4, g5, ..., gn)
inversion→ (g1,−g4,−g3,−g2, g5, ..., gn) = St+1

Modular inversions

When encoding the constraints between consecutive steps where inversions have
taken place, it was noted that no consideration was necessary for the cases where
flips occur over the boundary of the array. This is a valid action, as the genome is
circular. For example, inverting the following genome from index n− 1 around to 2,

St = (g1, g2, g3, ..., gn−2, gn−1, gn)
inversion→ (−gn,−gn−1, g3, ..., gn−2,−g2,−g1) (4.1)

is equivalent to inverting the range from 3 to n− 2, and then inverting the order of
the whole genome. Note that the genes we must invert are any genes that were not
included in the original inversion operation.

St = (g1, g2, g3, ..., gn−2, gn−1, gn)
inversion→ (g1, g2,−gn−2, ...,−g3, gn−1, gn) (4.2)

It may not appear to be equivalent due to the differences in sign and order be-
tween (4.1) and (4.2). However, (4.1) produces an inverted version of (4.2), which
we consider an equivalent state. So if we allow any inversion operation to optionally
invert the whole genome at any step, we can fully allow all valid genome operations
without explicitly considering the case where inversion operations occur over the
boundary of the array.

We allow this by letting the final goal state be possibly inverted (for most cases,
this will be the inversion of the identity, or the identity).

Therefore, for any inversion over the boundary of the one dimensional array St,
there exists an equivalent inversion operation that does not act over the boundary of
the array. This means that we do not need to consider modular inversion operations
when writing constraints.
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4.3.2 Transpositions

A transposition is the movement of a block of adjacent genes to another location
within the genome. For example,

St = (g1, g2, g3, g4, ..., gn)
transposition +1→ (g4, g1, g2, g3, ..., gn) = St+1 (4.3)

Modular transpositions

It was also found that it is unnecessary to create constraints that allow transposition
of blocks that wrap around the boundary of the genome, as there is always an equiv-
alent transposition that does not wrap around the boundary. For example, consider
transposing the block from index n− 1 to 1, shifting the whole block forward by 1 in-
dex (See (4.4)). Note that g2 is displaced by the transposed segment, and afterwards,
its position is immediately before the transposed segment.

St = (g1, g2, g3, ..., gn−2, gn−1, gn)
transposition +1→ (gn, g1, g3, ..., gn−2, g2, gn−1) (4.4)

We now create an equivalent transposition that does not wrap around the boundary
of the array.

Let

• bshift = the amount we are shifting the block forward by

• bstart = the first index of the transposition block

• bend = the last index of the transposition block

For our example in (4.4), these would be bshift = 1, bstart = n− 1, bend = 1. These
parameters define the original transposition.

For the new transposition, let

• b′shift = −bshift

• b′start = bend + bshift + 1

• b′end = bstart − 1

This takes all genes we were not going to change before (the genes outside the
transposition block, and the genes that were not going to be displaced), and moves
them backward by the amount we were going to shift by. Taking our example (4.4),
the new transposition would become

St = (g1, g2, g3, ..., gn−2, gn−1, gn)
transposition -1→ (g1, g3, ..., gn−2, g2, gn−1, gn) (4.5)

24



It can be seen that this is equivalent to (4.4), rotated forward by 1. This makes
them equivalent states, and therefore equivalent transpositions.

Negative shifts The above uses negative shifts, which were also not encoded in the
constraints. However, we can similarly show that any transposition with a negative
shift has an equivalent transposition with a positive shift. In the same way as before,
we let,

• b′shift = bstart − bend + 1

• b′start = bstart − bshift

• b′end = bstart − 1

This takes s genes before the start of the old block, and shifts it forward by the
width of the old block. Shifting the displaced genes forward has the same effect as
shifting the original block backwards.

4.3.3 Transversions

Transversions allow a transposed block to be inverted, and then transposed. Unfor-
tunately, due to transversions being the composition of two operations, there is no
equivalent operation to a transversion that wraps over the boundary of the array –
similarly for negative shifts. This means that constraints that specifically consider
these cases were required for the model.

4.4 Operation costs

4.4.1 Transversion operation cost

As discussed in [21], and the relevant section of the literature review (§ 2.3.3), a
weight of 1 was assigned to inversions, and a weight of 2 was assigned to transposi-
tions. Blanchette et al. [21] do not discuss how to assign a weighting to transversions.
This was set to a value of 2 (the same as transpositions) for our experiments. Some in-
sight may be gained from looking at assigning different weightings to transversions;
however, it is known that

wi < wtv < wtp + wi (4.6)

where wtp is the transposition weighting, wtv is the transversion weighting, and
wi is the inversion weighting. This is true, as wtv < wi would cause all inversion
operations to be replaced with transversions (a transversion with a shift of zero is
equivalent to an inversion). Also, we know that it must be cheaper than performing
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a transposition and then an inversion, otherwise transversions would never occur in
our solutions, as performing the operations separately would be cheaper. For this
reason we know that wtv is in the range given in (4.6), which with our assignments,
is in the range (1, 3)

4.4.2 Variable operation costs

As suggested by Sawa et al. [8], operation costs dependent on the length of the
number of genomes being operated on may provide better results. For this model,
variable costs for operation lengths was not considered, however, it would not be
difficult to modify the model to allow this.

It is uncertain from biological evidence whether mutations on longer genome
segments occur more or less frequently. However, a similar stochastic approach to
that described by Blanchette et al. [21] may be taken to investigate whether or not
this may produce more realistic distance results.

4.5 Optimisations

4.5.1 Symmetry breaking

Symmetry breaking is an important aspect of modelling planning problems as con-
straint satisfaction problems. As discussed in § 2.1.2, symmetries in plans can lead
to unnecessarily inflated search spaces, greatly increasing the time to find good so-
lutions, making problems intractable.

There are ways to remove these unnecessary branches – we can eliminate symmet-
ric branches from the search tree, since they lead to the same solution. An illustration
of this can be seen in Figure 4.2.

Operation index ordering

The main symmetry breaking constraint that was added to the model was the opera-
tion index ordering constraints. This constraint forces the indices that each operation
affects to appear in (almost) increasing order.

We cannot force operations to be in strictly increasing order. There are cases
where optimal plans may involve moving backwards along the ring. An example of
this can be seen in Figure 4.3 – the ordering of the inversion operations impacts the
plan, even though the operations are not in increasing order.

To allow for this, the constraint that was added ensured that no operation at time
step t + 1 can take place completely before an operation at time step t. However, it
may start earlier than a previous operation, as long as there is overlap (as long as
step t + 1’s end index is greater than t’s start index.
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S1

S2

Figure 4.2: An illustration of the effect of symmetry breaking. S1 and S2 are states in
the plan. Dashed arrows represent symmetric paths, and eliminating them reduces
the search space, while preserving one route between them (the center arrow)

An illustration of this constraint can be seen in Figure 4.4. Here we can see three
operations occurring sequentially along the genome – from g1 to g6. Operation 3
must occur after operation 1, since they are non-overlapping operations, and the
plan must move forwards along the genome, or have some overlap. The ordering
“operation 3, 1, 2” is eliminated, as it is equivalent to the ordering “operation 1, 2,
3”.

The purpose of this constraint is to force a strict ordering on independent opera-
tions, but overlapping operations are dependent.

One exception to this rule is if operations occur over the boundary of the array. If
this happens, then there will be modified gene content at the start of the array, giving
us a reason to revisit the beginning.

The final constraint can be stated as something like this – if at some time step
Ti, all modified genes precede all modified genes at time step Tj, then time step Ti

occurred before time step Tj. No restriction is placed on the indices of modified genes
if there is overlap between the operations at Ti and Tj, or if a modular operation took
place.

We can know that this constraint does not eliminate valid plans, as we do not
eliminate one of the orderings for the operations (Operation 1 is still allowed to
occur before operation 3 in the example of Figure 4.4).

The MiniZinc code for this constraint can be seen in Listing 1.

No-action

A no-action operation was discussed in § 4.2.2. This operation is important, as it
allows us to represent plans of any length, with a set plan state size. No-actions
do not have any dependencies, so we can force each no-action to occur at the start
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Positional model
File name: genome.mzn

1 %There must be some overlap / moving forward in the next operation
2 constraint forall(t in stepIndices) (
3 noActionTookPlace(t) \/ noActionTookPlace(t+1) \/
4 (
5 (
6 (firstGeneModified[t+1] < firstGeneModified[t]) /\
7 (lastGeneModified[t+1] < firstGeneModified[t])
8 ) -> (
9 %We only allow this if a modular operation has occurred

10 firstGeneModified[t] > lastGeneModified[t]
11 )
12 )
13 );

Listing 1: The operation index ordering symmetry breaking constraint.

. . . 3 (2 1) . . .

. . . (3 -1) -2 . . .

. . . 1 (-3 -2) . . .

. . . 1 2 3 . . .

Figure 4.3: An example of a plan that requires operations to move backwards along
the genome. Genes inside parenthesis are reversed with inversions.

of the plan without consequence. This is a particularly useful constraint if the plan
length is short as a proportion of genome length (we must allow plans to be as long
as the genome itself for completeness, but it is likely that plans will consist of mostly
no-action operations if this is the case)

The constraint that removes this symmetry can be seen in Listing 2.

4.5.2 Redundant constraints

Redundant constraints are constraints that are unnecessary for restricting solvers to
valid solutions. They are useful for improving search time by allowing additional
paths of inference for the solver, and they can help reduce variables’ domains. Re-
moving values from the domain of variables means that we do not need to branch
on those variables / values.

When constructing these redundant constraints, it is useful to look at the proper-
ties of a valid plan, and come up with some constraints from these properties. A list
of the redundant constraints that were used in this model follows.
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Figure 4.4: An illustration of symmetry breaking with index ordering. g1 is des-
ignated as the start index, and we constrain operations 1, 2, 3 to affect maximum
indexes that are increasing in order (operations occur clockwise)

Positional model
File name: genome.mzn

1 %Do all noActions first
2 constraint forall(t in stepIndices) (
3 forall(j in stepIndices) (
4 %If no action happened at t, but it did at j,
5 %then t happened first.
6 (noActionTookPlace(t) /\
7 (not noActionTookPlace(j))) -> t < j
8 )
9 );

Listing 2: The no-action ordering symmetry breaking constraint.

Stationary genes constraint

A constraint was added to the model that specifies the circumstances necessary for a
gene to remain stationary between steps. Most of the time, if a gene stays stationary
between steps, it is because it is not involved in any operation. However, a gene may
also remain in it’s position if it is at the center of an inversion, so this was added as
a special case. The code for this constraint can be found in Listing 8.

Blocks of modified genes

It was observed that genes are usually modified in whole blocks. By this we mean,
the indices at which gene content changes between steps are usually adjacent indices.
Again, an exception is the case when a gene is at the center of an inversion, hence
stationary and not modified. Another exception is the case when transpositions
wrap around the boundaries of the array. Apart from these two cases, genes are only
modified in whole blocks.
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The way that this was implemented as a constraint clarifies this property of valid
solutions. Suppose the gene content at indices ip and iq has changed from time step
t to t + 1. Then, any index in between these two points, say ir where p < r < q must
have been modified between t and t + 1 as well. Otherwise, ir is the center of an
inversion, or a modular transposition took place – both easily checkable conditions.

The code for this constraint can be found in Listing 7.

Breaking apart sorted segments

Often genomes contain segments of genes that are not modified between the initial
state and the final state.

This condition was added as a constraint. Suppose we have two genes which
are adjacent in the goal genome, say g1 and g2. If these genes are at consecutive
indices at some time step t, for all t′ > t, g1 and g2 should still be consecutive. A
consecutive arrangement may be g1, g2, or −g2,−g1 if the segment has been reversed.
This prevents the pair from being broken apart.

Even though this constraint only explicitly deals with pairs of adjacent genes,
it applies in all cases with consecutive sequences of genes. This creates a set of
constraints that force larger, already sorted gene segments to stay together.

While this reduces symmetry, we can pursue this idea further by reducing the
number of variables before any solving has been done. This can be achieved by com-
pression, which is discussed in Chapter 8. Since the compression algorithm achieves
the same goal, while eliminating additional variables and reducing their domains,
this method of dealing with blocks of adjacent genomes was preferred, and so this
constraint was left out of the final model.

Gene sign changes

Giving genes a sign doubles the size of their domain. To reduce the effect of this,
constraints were added that specify under what circumstances negations of genes
can occur.

The only circumstances under which a gene can change sign are:

1. The gene is inside an inversion operation

2. The gene is inside a transversion operation

If none of these cases hold, the gene must keep the same sign. This is often the
case, for example, genes outside operations have signs preserved, and genes inside
transpositions have signs preserved.

The code for this constraint can be found in Listing 9.
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Breakpoint reduction

A redundant constraint was added that incorporates information about the break-
point distance (introduced in the literature review (Chapter 2), with more details on
how breakpoint distance is calculated in § 6.1). It was observed that an inversion
operation can fix at most two breakpoints, and a transposition can fix at most three.
It is also known that the breakpoint distance must be reduced to zero by the time we
reach the goal state. Both of these properties are true, and if we can force them as
constraints, then we can be more specific with our variable’s domains, and reach un-
satisfiability earlier. For example, if we know that the difference between breakpoint
distance in consecutive steps is greater than 3, we will not be able to find operation
arguments that transforms one genome into the other in one step.

Unfortunately, adding this required intermediate variables – one intermediate
variable at each time step s, to track the breakpoint distance between that time step
and the goal genome. This is the easiest way to perform complex inference in MiniZ-
inc, but introduces some overhead.

The code for this constraint can be found in Listing 10.

Capping the plan cost

If we can come up with any plan, we may be able to improve search time by imposing
a limit on the cost of the plan. The tighter this bound is, the more plans we will be
able to invalidate.

We can use the IO distance (§ 6.2) to provide us with an upper bound on our
plan, as an IO plan produces a valid plan for the ITT model also.
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Chapter 5

Relational MiniZinc CSP model

There are alternatives to the positional encoding described in § 4.1.1. Haslum [19]
uses a relational encoding with a planning approach to the problem. Using this
encoding in a CSP model requires variables that store the neighbours of each variable,
rather than variables storing the gene that is located at a particular position.

This relational encoding has a number of advantages over the positional encod-
ing. The relational encoding allows simpler expression of some constraints on the
system. For example, transpositions may be more naturally expressed as the modifi-
cation of three variables between steps – the neighbour of the start of the transposed
block, and the genes at either end of the transposed block.

There are a number of difficulties with implementing this encoding – there is no
obvious way to encode inversions, without intermediate variables (Haslum [19] ex-
amines the possible approaches using the planning model). Approaches to overcome
this in a CSP model are discussed in this chapter – gene sign can be used as a type
of intermediate variable. The speed of the relational CSP model is also compared to
the positional CSP model, and it is found that the relational CSP model has greater
performance overall, but both have potential for speed improvements with improved
symmetry breaking constraints.

5.1 Framing the problem in MiniZinc

5.1.1 Plan states

For the relational model, we use the same fundamental concept of linking plan states
to operation parameters with constraints. However, we choose a different represen-
tation of both plan states, and operation parameters.

This representation is a relational encoding. This is different from the positional
encoding, which uses a plan state array planStates[s][i]. The statement plan-
States[s][i]=g means that at state s, gene g is at position i.

The relational encoding is different, as it uses an array leftNeighbour[s][g].
This array encodes the left neighbour of the gene with absolute value g at each plan
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g 1 2 3 4 5
leftNeighbour[g] 3 1 2 5 4

Table 5.1: A cycle present in the leftNeighbour array. The genome represented
by this array would have disconnected cycles (1,3,2) and (4,5).

state s.
leftNeighbour[s][g] = h means that at state s, gene g is to the left of h in

the circular genome. This has a number of advantages – it makes expressing trans-
positions simpler (only a few neighbours need to change, rather than a large block
needing all indexes changed), and it allows simple expression of circular genomes
(there is no “boundary” to the array, meaning no special allowances need to be made
for operations that span this arbitrary boundary).

The rightNeighbour[s][h] array was also created, and a constraint enforced
that the left neighbour array was consistent with the right neighbour array.

rightNeighbour[s][g]=h means that at state s, gene g is to the right of h.
This allows simpler modelling of some operations, and either can be used wherever
convenient.

The leftNeighbour and rightNeighbour arrays store the absolute relative
positions of each gene, but do not track their signs. We place this information into a
Boolean array geneSigns[s][g], which gives the sign for each gene g at each time
step s.

Ensuring valid plan states

An issue with using the relational encoding with the leftNeighbour array is that
we may end up inadvertently splitting the genome – for an example, see Table 5.1.

To avoid this, we can use the circuit global constraint provided by MiniZinc.
This constraint “constrains the elements of x to define a circuit where x[i] = j

means that j is the successor of i” 1. In this relational model, this appears as the
constraint in Listing 3.

Relational model
File name: genome-relational.mzn

1 constraint forall(t in stateIndices) (
2 circuit([leftNeighbour[t,i] | i in geneValues])
3 );

Listing 3: The circuit global constraint preventing cycles in the genome.

1MiniZinc 1.6 global constraint catalogue, see http://www.minizinc.org/downloads/doc-1.
6/mzn-globals.html
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operationStart[s]
 TranspositionoperationEnd[s]

operationTarget[s]
inversionTookPlace[s]

}
Inversion

Figure 5.1: A list of variables specifying the parameters for each operation at a
particular time step s, for the relational encoding

5.1.2 Operation parameters

Given that the plan state representation is relational, we need to express operation
parameters in a relational way too. These new parameters are listed in Figure 5.1.

Rather than specifying the explicit parameters for each operation (Inversion /
Transposition / Transversion), we use three arrays to specify any operation’s bound-
aries – operationStart[s], operationEnd[s] and operationTarget[s].

operationStart[s] and operationEnd[s] specify the start and the end
gene value for an operation at time step s. Note that this is gene value, rather
than gene index, as was the case with the positional encoding.

These arrays provide parameters for a block to be transposed, and the operation-
Target[s] array specifies where this block should be moved to. The block starting
with operationStart[s] and ending with operationEnd[s] is moved to the
left of the gene operationTarget[s]. Note that we specify a target rather than a
shift to specify the movement of the transposed segment, as it is a more natural way
of expressing transpositions relationally.

The inversionTookPlace[s] array is a Boolean array, specifying whether the
operation at step s inverted the genes as well.

See Figure 5.2 for an example of how the parameters allow transpositions.

A no-action can be represented at step s if operationEnd[s] is already posi-
tioned to the left of operationTarget[s] (like a “stationary transposition”), and
inversionTookPlace[s] is false. Alternatively, an inversion can be represented if
inversionTookPlace[s] is true. Transversions occur if we have a non-stationary
inversion, and transpositions occur if the segment is not stationary, and not inverted.
These cases are formalised as predicates in Listing 4.
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g1 g2 g3 g4 g5 g
6

g4 g5 g1 g2 g3 g
6

Figure 5.2: An example of the relational parameters operationStart[s],
operationEnd[s] and operationTarget[s]. In this example, g1 is the oper-
ation start, g3 is the operation end, and g6 is the operation target – g3 is moved to the
left of g6, and the block up to g1 follows.

5.1.3 Operation costs

Using the action predicates of Listing 4, we can implicitly define the costs associated
with each operation. For the relational encoding, this means that the costs are linked
to the plan state variables directly (through predicates), rather than being linked to
the operation parameters, which are in turn linked to the plan states.

5.1.4 Input parameters and output

The input to the model is the same as in the position model (§ 4.2.1), allowing simple
direct comparison between the two models. However, as the input is simpler to ex-
press in a positional format, we use a positional encoding for the input initial and the
goal genome, and must translate this into a relational encoding before we begin. This
is done by simply forcing the neighbours in the positional array to be neighbouring
in the relational array (at the first and final time steps), and also extracting the sign
information from each input gene. The constraint that implements this can be found
in Listing 11.

Plan output Since the relational MiniZinc model outputs plan states as relational
arrays, it is difficult to tell whether a plan state is valid intuitively. To aid debug-
ging, an output formatter was created that translated these relational plans back into
positional ones. This allows simpler visualisation of the operations and their effects.
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Relational model
File name: genome-relational.mzn

1 predicate isLeftNeighbour(var int: t, var int: g1, var int: g2)
2 = leftNeighbour[t,abs(g2)] = abs(g1);
3

4 predicate operationIsMoving(var int: t)
5 = not isLeftNeighbour(t, operationEnd[t], operationTarget[t]);
6

7 %Vanilla inversion (no moving)
8 predicate inversionAction(var int: t)
9 = ((not operationIsMoving(t)) /\

10 inversionTookPlace[t]);
11

12 %Vanilla transposition (no inverting)
13 predicate transpositionAction(var int: t)
14 = (operationIsMoving(t) /\
15 (not inversionTookPlace[t]));
16

17 %Transversion (moving and inverting)
18 predicate transversionAction(var int: t)
19 = (operationIsMoving(t) /\
20 inversionTookPlace[t]);
21

22 %No action (not moving, not inverting)
23 predicate noAction(var int: t)
24 = ((not operationIsMoving(t)) /\
25 (not inversionTookPlace[t]));

Listing 4: Action predicates for the relational model. Each of these determine which
operation took place based on the plan states.

5.2 Modelling operations

5.2.1 Transpositions

With the encoding of transposition parameters described in Figure 5.1, transposi-
tion operations are easily allowed with a simple constraint. Assuming a trans-
position operation occurred from time state s → s + 1, we add the constraint
that at time step s+1, the gene value operationEnd[s] is left of the gene value
operationTarget[s]. We do not need to manually move any genes in the mid-
dle of the transposed blocks, as the operationEnd[s] will “drag along” the other
genes in the segment. The genes inside the transposed segment keep their neigh-
bours, and so we only need to modify the start and the end of the block.

We also add constraints that link operationStart[s] to the right of operation-
Target[s]’s original left neighbour – this links the other end of the transposed seg-
ment, inserting it in between the gene left of operationTarget[s] and operation-

Target[s].
This is complicated by a special case, however. It might be the case that we

perform an transposition, but the segment to transpose is already to the left of the

37



operationTarget[s] (a stationary transposition, i.e. a no-action). In this case, we
do not restrict the left and right neighbours of operationStart[s] and operation-

End[s].
All of the other gene’s relative positions stay the same, and this is enforced by

the general rules constraint that says genes usually keep their neighbours between
steps (except for the genes near the operationStart[s] and operationEnd[s]

described above).
An example of this can be seen in Figure 5.2, and the constraint that implemented

transpositions can be found in Listing 5.

5.2.2 Inversions

An inversion operation is represented in the model by setting the inversion-

TookPlace[s] bit to true for that step. Doing this means that all genes inside
the operation block must have their left and right neighbours flipped.

Finding which genes to invert

This is not as simple as it was in the positional encoding, as we have no way of simply
determining whether a gene is within the block. One way we can tell whether a gene
g is in an operation block is by following the chain of neighbours from the start
(operationStart[s]) to the end (operationEnd[s]) of the block, and looking
for g.

This is difficult though, as chain inference to find this gene along the left-

Neighbour[s][g] array would require intermediate variables, storing whether
or not the gene is included within the operation block at that step. If we had
this, we could say that the leftNeighbour of a gene inside the block is inside
the block, and the operationEnd[s] gene is inside the block (until we reach
operationStart[s]). Following this chain, the solver could calculate which genes
are contained inside the operation. Adding intermediate variables is something we
would prefer to avoid though, as intermediate variables will decrease the efficiency
of constraint satisfaction.

However, it is fortunate that we are required to keep track of geneSigns[s][g]
anyway. We can use this array to keep track of which genes are involved in an
operation. If the sign for gene g changes between step s and step s+1, then we
know that g was inside the operation block. The constraint that executes this chain
inference on the geneSigns[s][g] array can be found in Listing 6.

To summarise this constraint, we first assert that operationStart[s] and
operationEnd[s] have their signs change. We then constrain that anything to
the left of operationEnd[s] has its sign change, and anything to the right of
operationStart[s] has its sign change. This sign change is forced until the
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g1 g2 g3 g4 g5 g
6

Figure 5.3: An example of a relational inversion. Genes g2, g3, g4 are being inverted
between steps s and s + 1. g2 is operationStart[s], g4 is operationEnd[s],
and g5 is operationTarget[s]. The arrows on the diagram represent the “left
neighbour of” relationship. So, g1 becomes the left neighbour of g4 at time step s + 1,
g4 the left neighbour of g3, and so on.

operationStart[s] and operationEnd[s] genes are reached (for inference in
the right and left directions respectively).

Inverting the genes

We have already performed inference on the geneSigns[s][g] array, so we know
which genes need their signs flipped. With this information, we can invert the order
as well.

To reverse the order of a gene within a block, we must swap the left and the
right neighbour of every gene in the block between steps, which is simple. However,
we must specifically consider the cases for the genes operationStart[s] and
operationEnd[s]. The gene to the left of operationStart[s] is now left of
operationEnd[s], and the gene to the right of operationEnd[s] is now right
of operationStart[s]. operationStart[s]’s right neighbour becomes it’s left
neighbour, and operationEnd[s]’s left neighbour becomes it’s right neighbour.

Figure 5.3 visualises this, and displays the changes we make in gene relationships
between steps to invert the order of a gene segment.

5.2.3 Transversions

Few constraints were needed to cater for transversions, as a transposition with the
inversionTookPlace[s] bit set to true allows a transversion. Inversions were
essentially implemented as a special case of a transversion (a stationary transversion).

This is different from the positional encoding, which constrained the plan states
differently depending on whether the transversionStep[s] bit was set. Implic-
itly allowing transversions simplified the model considerably.
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5.3 Symmetry breaking constraints and redundant constraints

Many of the constraints from § 4.5 have analogies in the improved relational model,
so they are not repeated here. Constraints that particularly impacted efficiency in-
cluded the no-action ordering constraint (§ 4.5.1), as it eliminates a great deal of
symmetry if plans are short as a proportion of genome length.

5.4 Speed result comparison with positional encoding

5.4.1 Speed result experiment

Because the positional ITT model and the relational ITT model produce plans of
equal (minimum and optimal) costs2, we wish to know which is most efficient in
general.

Figure 5.4 shows the timing results on the Timing dataset. Note that a timeout of
6 minutes was set for each genome, and if it was not solved in this time, it received
a time cost of 360 seconds. Results were computed on the system described in Ap-
pendix A. Results for both models were computed with the minizinc -b lazyfd

solver, which was by far the fastest solver for both models.

Figure 5.4a shows the relative positional and relational timing results, as a func-
tion of genome length (note the logarithmic scale). We see here that the relational
encoding performs better at all genome lengths. This relative advantage diminishes
as we approach genomes of length 8 and higher. This may be due to the solvers
having difficulty solving the problems within the time limit – 22/300 plans were
unsolved by the positional model, and 14/22 were unsolved by the positional model.

Prior to adding symmetry breaking constraints, it was found that the positional
model performed better at longer genome lengths.

Figure 5.4b also indicates that the relational encoding is faster than the positional
encoding, but the results are broken down by the type of synthetic genome being
used (see § B.1 for a list of the different generation modes). We can see that “Ran-
dom” takes the longest time to solve for both models, which is consistent with our
compression results 3.

We see here that there are no significant changes between the two models and
their abilities to sort synthetic genomes made with different operations. This tells us
that neither method is better at finding plans that involve particular operations.

2This was verified through experimentation on the Short lengths and Timing dataset. While not a
proof of equivalence, it gives some confidence that they are.

3Our compression results from § 8.2 show that the “random” mode is the most difficult to compress.
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5.4.2 Speed results conclusion

From this experiment, it is clear that the relational encoding is superior in terms of
efficiency. This is most likely due to the positional model’s edge cases, and com-
plicated constraints due to the problem of a circular genome being represented in a
linear array. The relational model is recommended for the ease of expressing con-
straints, and for efficiency. It is believed that further research into symmetry breaking
constraints for the relational model may yield even better timing results.
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Figure 5.4: Timing results for the positional and relational MiniZinc models. Posi-
tional is the left bar, relational is the right bar. Data taken from the Timing dataset.
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Relational model
File name: genome-relational.mzn

1 %---------OPERATIONS---------
2 %----TRANSPOSITION----
3 constraint forall(t in stepIndices)
4 (
5 (
6 %The case where an inversion did not take place
7 %(link the start and the end to the rest in the same orientation
8 (not inversionTookPlace[t]) ->
9 (

10 %end left of target
11 isLeftNeighbour(t+1, operationEnd[t], operationTarget[t]) /\
12

13 %(left of target) is now left of (start).
14 %Only bother if moving
15 (operationIsMoving(t) ->
16 (isLeftNeighbour(t+1,
17 leftNeighbour[t,operationTarget[t]],
18 operationStart[t]))) /\
19

20 %(left of start) is now left of (right of end).
21 %Only bother if moving
22 (operationIsMoving(t) ->
23 (isLeftNeighbour(t+1,
24 leftNeighbour[t,operationStart[t]],
25 rightNeighbour[t,operationEnd[t]])))
26 )
27 ) /\
28 (
29 %The case where an inversion did take place
30 %(link the end in the start’s position, and vice versa.
31 %Caps in comments indicate changes from above
32 inversionTookPlace[t] ->
33 (
34 %START left of target
35 isLeftNeighbour(t+1, operationStart[t], operationTarget[t]) /\
36

37 %(left of target) is now left of (END)
38 (operationIsMoving(t) ->
39 (isLeftNeighbour(t+1,
40 leftNeighbour[t,operationTarget[t]],
41 operationEnd[t]))) /\
42

43 %(left of start) is now left of (right of end)
44 (operationIsMoving(t) ->
45 (isLeftNeighbour(t+1,
46 leftNeighbour[t,operationStart[t]],
47 rightNeighbour[t,operationEnd[t]])))
48 )
49 )
50 );

Listing 5: A transposition operation for the relational model (also accounts for pos-
sible inversions).
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Relational model
File name: genome-relational.mzn

1 %The predicate we use to determine whether the gene is inside the block
2 predicate partOfInversion(var int: t, var int: g)
3 = geneSign[t,g] != geneSign[t+1,g];
4

5 %First, we infer which blocks should be negated based on their signs
6 %We say that genes to the left and right of genes that are part of
7 %inversions become part of inversions (chain inference to the middle)
8 constraint forall(t in stepIndices) (
9 inversionTookPlace[t] -> (

10 forall(g in geneValues) (
11 (
12 (partOfInversion(t,g) /\ (not (g=operationStart[t]))) ->
13 (partOfInversion(t,leftNeighbour[t,g]))
14 ) /\
15

16 (
17 (partOfInversion(t,g) /\ (not (g=operationEnd[t]))) ->
18 (partOfInversion(t,rightNeighbour[t,g]))
19 )
20 )
21 )
22 );
23

24 %If an inversion took place, force it to change the sign of the start
25 %and the end, so we can chain inference into the middle (base case)
26 constraint forall(t in stepIndices) (
27 inversionTookPlace[t] ->
28 (
29 partOfInversion(t,operationStart[t]) /\
30 partOfInversion(t,operationEnd[t])
31 )
32 );

Listing 6: Constraints to perform chain inference on the gene signs, and determine
whether a gene g is involved in an inversion operation at time step s. The produced
predicate is partofInversion(t,g)
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Chapter 6

Polynomial time distance measures

In Chapter 4 and Chapter 5 we discussed the use of constraint satisfaction to solve the
genome edit distance problem described in § 1.2, using the MiniZinc constraint mod-
elling language. This method solves the problem (calculating minimum cost trans-
formation plans for inversion, transposition, transversion operations with arbitrary
weighting) optimally. However, it is conjectured that sorting by transpositions alone
is NP-Hard [13], and the constraint satisfaction approach implemented in Chapter 4
is certainly not a polynomial time algorithm.

We look at other distance measures for two reasons. Firstly, if we can calculate
a good upper bound on cost, and add this to the constraint satisfaction model, we
can improve search time with pruning. Secondly, if we can compare the distances
given by the optimal constraint satisfaction model with those given by polynomial
time approximations on various genomes, we can attribute some level of accuracy to
each of these approximation methods. We can then decide whether it is worthwhile
to compute the optimal distance with inversions, transpositions and transversions.

6.1 Breakpoint distance

6.1.1 Calculating the breakpoint distance

Breakpoint distances can be calculated in linear time [20]. To calculate this distance,
we require two genomes – call these genome A and genome B. A breakpoint is a
pair of consecutive genes (g1, g2) in genome A that are not consecutive in genome B
(“Consecutive” depends on the sign of the gene: g1, g2 are consecutive, and −g2,−g1

are consecutive). The number of these breakpoints is the breakpoint distance.
If we are calculating the breakpoint distance to the identity permutation, we can

decide whether a pair of adjacent genomes are a breakpoint easily. Adjacent genes
can be identified as breakpoints if |g1 − g2| > 1.

This algorithm is described in more detail by Kaplan et al. [12] and Blanchette
et al. [20]. An example of a breakpoint distance calculation can be seen in Figure 6.1.
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Genome A -3 -2 -1 4 5 8 6 7
Genome B 1 2 3 4 5 6 7 8

Figure 6.1: An example of breakpoint distance between two genomes A and B.
The vertical lines in Genome A represent breakpoints, and the breakpoint distance
between A and B is 4.

See § 7.2 for a detailed analysis of calculated breakpoint distances, and how they
compare with other edit distance models.

6.2 Inversion Only distance algorithm

In this section, we provide a very brief overview of the algorithm used to sort signed
sequences by inversions. This model is referred to as the Inversion Only (IO) model.
A naïve approach is described, and an intuition for the more efficient O(n2) algorithm
is given. It is not the goal of this section to provide a comprehensive description of
the algorithm, – for a detailed description of the algorithm, see Kaplan et al. [12].

6.2.1 Sorting by reversals algorithm

The naïve algorithm

One approach, presented by Bergeron [23], describes an algorithm to calculate inver-
sion distances by finding oriented pairs, and choosing the inversion with the maximal
score.

An oriented pair is a pair of consecutive integers, that is, (πi, πj) such that |πi| −
|πj| = +1, and πi and πj have opposite signs. For example, consider sorting the
sequence S to the identity,

S = (0, 3, 4,−2, 1, 5) (6.1)

Equation 6.1 shows a sequence S with oriented pairs (3,−2) and (−2, 1). Oriented
pairs correspond to inversions that help sort the sequence. The pair (3,−2) tells us
to perform the inversion on π2 = 3, π4 = 4 and the pair (−2, 1) tells us to invert
π5 = 1. Doing either of these increases the number of consecutive integers, and so
helps us sort the sequence. We choose the operation that leaves the most oriented
pairs, execute it, and then repeat the procedure.

Doing so leaves a positive sequence with no more oriented pairs. For the sequence
S of Equation 6.1, this sorts the sequence to the identity, but for others, we may be left
with an unsorted positive sequence. Remaining operations aim to eliminate hurdles,
which are intervals [s, e] of the sequence S containing all integers between s and e
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(not necessarily in order), and no sub-sequences of the interval with this property.
Inversions can be selected that break these hurdles, which can then be reduced using
the process described above.

For more details on this algorithm, see Hannenhalli and Pevzner [24] and Berg-
eron [23].

The O(n2) approach

The algorithm described by Hannenhalli and Pevzner [24] is complete, but we can use
a more efficient O(n2) approach. This is the approach that was taken for calculating
IO distances in this paper, and it was initially introduced by Kaplan et al. [12]. It
is based on the same principle of reducing breakpoints and eliminating hurdles,
however, it does this more efficiently with the use of a interval overlap graph, and
it counts the cycles and breakpoints in with this graph, and uses this to derive the
required number of inversions [12]. This algorithm has been implemented for signed
sequences by Braga [25].
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Chapter 7

Model comparisons

In this chapter, the raw distance results of the methods described previously are ex-
amined – the breakpoint edit distance, the IO edit distance, and the ITT edit distance.
It is found that there is some correlation between the distance results, but the degree
varies depending on the type of genome.

7.1 Inversion Only vs. Inversion/Transposition/Transversion

7.1.1 Distance comparison

Experiment aims and methodology

The IO model of evolution allows a much faster distance calculations than the full
ITT model described in § 1.2. It would be interesting to know how well the IO model
approximates the full model. To see what relationship the IO distance has with the
ITT distance, both algorithms were run on the same datasets, and distance results
were collected.

Genome datasets Several datasets were created for the comparison of these two
distance measures. These datasets were synthetically created, and are designed to
provide a wide range of data, to prevent a bias towards any one model. The following
synthetic datasets were created for experimentation

• Completely random genomes

• Genomes created from random inversions

• Genomes created from random transpositions

• Genomes created from random transversions

• Genomes created from random inversions and transpositions

• Genomes created from random inversions, transpositions and transversions
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More information on the creation of the data sets, and other datasets that were
used for experimentation can be found in § B.1 (this section also includes information
about real world biological data used for experimentation).

Pairs of genomes were created using each of these generation techniques, and
were sorted back to the identity genome.

Due to the high running time of the ITT minizinc solver for long genomes, and to
maximize the number of genomes tests could be run on, shorter genomes were used.
The Short lengths dataset and the All lengths datasets were used for this experiment
(Short lengths contains many short genomes, All lengths contains a fewer genomes
of longer length. See Table B.2 for details).

Results

Semi-random genomes The ITT and IO algorithms were both run on the Short
lengths and All lengths datasets. A visualisation of the result can be seen in Fig-
ure 7.1. The first thing to note from this graph is that the IO distance is always equal
to or greater than the ITT cost. If this were not the case, it would indicate that our
algorithm for solving with ITT was non-optimal, so the result is encouraging.

Further, we can see that a substantial amount of ITT and IO costs are equal. When
there are inequalities, the IO distance cost is never more than 1 higher than the ITT
cost for this dataset.

Another comparison of results can be seen in Figure 7.2. The first bars represent
ITT and the second represent IO average cost, for various genome lengths. We can
again see that the difference in plan costs for the IO model and the ITT model are
small. However, at most, the average plan cost difference is less than 1. We can also
see the error bars, representing one standard deviation, are approximately 1-2 for
each genome length – often wider than difference between the average plan costs.

It was also found that the IO model produced different results depending on the
type of semi-random generation method used. Figure 7.4b compares the IO, ITT
and breakpoint distances over the Short lengths dataset, and we find that the IO
model produces results that are closer when inversions are involved (inversion and
transversion generation methods). The ITT model produces substantially smaller
costs for the “Inversion and transposition” mode, and the “transposition” mode,
indicating that the difference between the two models increases if we increase the
proportion of transposition operations.

From these experiments, we can see that there is some difference between the
IO distance and the ITT distance in terms of raw results, for genomes generated
synthetically with these methods. However, the difference is small as a proportion of
the lengths of the genomes.
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Length ITTw ITTuw IO ITTw-ITTuw IO-ITTw IO-ITTuw
4 0.533 0.450 0.541 0.083 0.008 0.092
5 0.633 0.448 0.640 0.185 0.007 0.192
6 0.700 0.452 0.700 0.248 0.000 0.248
7 0.691 0.455 0.703 0.236 0.011 0.248
8 0.643 0.467 0.643 0.176 0.000 0.176

All lengths 0.640 0.470 0.645 0.187 0.005 0.191

Table 7.1: The normalised average costs for the different models. Results were
normalised by dividing total average cost as calculated by the model, and dividing
by the length of the genome. Columns ITTw, ITTuw, IO are the normalised average
costs for each method, and the final three columns are the difference between these
values. Calculations were performed on the Random dataset (see Table B.2).

Completely random genomes Looking at the plan costs for semi-random genomes
gives us an idea of how our results compute distances for realistic genomes (ones
formed synthetically with a few random inversions / transpositions) but the selec-
tion of methods and mutation parameters is somewhat arbitrary. To prevent this bias,
we can compare distance results between completely random genomes for different
models (genomes generated by assigning random signs and positions to each gene).
This will tell us how the algorithms perform on completely random genomes – giv-
ing an insight into how the algorithms measure distance for genomes as a function of
length. However it will not necessarily produce realistic distance results – genomes
are usually the product of a small number of mutations rather than completely ran-
dom sequences [4].

From Table 7.1, we can see the results after calculating plan costs with three
different models on the Random dataset. Results are calculated for the weighted ITT
(ITTw) model and IO models, which have been introduced, and the ITTuw model,
which is an unweighted version of the ITTw model – all operations are given a cost
of 1. The results show the average normalised average plan cost for genome lengths
4 to 8.

The fact that ITTuw costs < ITTw costs confirms that the transposition operation
is useful in sorting the genomes, as lowering the penalty for the operation lowers the
cost of the results given by the model. However, comparing ITTw with IO, we see that
there is minimal difference in the produced plan costs when we use the transposition
weighting of 2, suggested by Blanchette et al. [21]. On average, the normalised plan
cost difference is around 1%. This is consistent for all genome lengths.

The results for completely random genomes are similar to the ones for semi-
random genomes. It appears as though for completely random genomes, the differ-
ence between the IO model and the ITTw model are even smaller.
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Figure 7.3: A comparison of the plan costs for the ITT model (unweighted and
weighted) and the IO model. Note that symbols are shifted vertically for visibility –
each model produces integer weights. Random problem instances are sorted on the
x axis by unweighted ITT cost.

Another visualisation of this data can be seen in Figure 7.3. Rather than averag-
ing and tabulating the results, each genome’s cost was plotted using the IO, ITTuw
and ITTw models. Genomes are sorted by their ITTuw costs.

We can see that ITTuw costs are always the lowest, usually by 1-2 (savings of
one or two inversions, or a transposition / transversion). However, if we use the
ITTw model, we stop using these plan length reducing operations, and tend to use
longer plans that use inversions instead (the ITTuw model is essentially a plan length
minimising model).
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7.2 Breakpoint distance analysis

We now introduce breakpoint distance to the comparison. Figure 7.4 displays the
breakpoint distance, compared to the IO and the ITT distances for the Short lengths
dataset. In Figure 7.4a we can see a pattern that is similar to the one from Figure 7.2 –
that is, there is a marginal difference between IO and ITT distances for each genome
length, and this distance stays mostly constant as we vary the length of the initial
and goal genome. The breakpoint distance is similarly larger than the IO and the
ITT distances, by a cost of approximately 1 for each length. Note that this difference
is not necessarily indicative of the breakpoint distance being a poor approximation
to the IO or ITT distances, as we can only examine the relative increase and decrease
in costs (breakpoint distance does not correspond to the weighted cost of a plan,
while IO and ITT are directly comparable). Given that the difference is constant for
all lengths, Figure 7.4a shows that genome length does not differentiate between the
breakpoint and IO or ITT distances.

If we look at Figure 7.4b however, we can see that there are relative differences
between the distances, if we compare by genome generation type. The x axis displays
a number of semi-random synthetic genome creation methods, and we can see that
the difference between the breakpoint distance and the IO / ITT distances varies
considerably depending on generation method.

The first interesting aspect of Figure 7.4b is that breakpoint distance is almost
equivalent to IO distance if we use just transpositions for generating our genomes.
Since every transposition operation can be simulated by three IO operations, a trans-
position in the genome will usually increase plan length by about three (assuming
the operations are independent). Independent transpositions will also increase the
breakpoint distance by three, so the similarity between the distances for transposi-
tions makes sense. It also makes sense that ITT distances are two-thirds that of IO
and breakpoint, as a transposition operation in ITT can be performed with cost 2
rather than cost 3 1.

An interesting side note is also the inversion data from Figure 7.4b. The ITT
and IO distances are equal here, meaning that for this dataset, no random inversions
created a transposition operation. This may indicate that random inversions leading
to transpositions are rare, however, more trials would be needed to verify this claim.

7.2.1 Breakpoint distance applications and usefulness

We can see from Figure 7.4 that there is a difference between breakpoint distance
and IO / ITT distances, as expected, but critically, this distance is not uniform or
predictable, as it varies depending on the operation chosen to mutate the genomes.

1See § E.1 for an explanation of how
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This may mean that breakpoint distance is a poor approximation to both models, but
to quantify whether the distance is significant, a tree construction experiment must
be performed. This experiment with the trees constructed from breakpoint distances
can be found in Chapter 9

7.3 Usefulness of raw distance comparison

Raw distance comparison, as performed in this section, can tell us some things about
the solving algorithms – which algorithms produce the best costs, how close the IO
model costs are to the ITT model costs, and how the costs of these models relate to
the length of the genome they are computed on. However, it is not certain whether
this difference is substantial enough to warrant the increased solving time. To know
this, we must look at the primary use of these distance methods – phylogenetic tree
construction. This comparison can be found in Chapter 9.
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Chapter 8

Compression of genomes

As there is a significant time cost associated with some models of the genome edit
distance problem, it is worth saving time any way that we can. One way that time can
be saved is through the use of compression. Compression takes two genomes, finds
matching subsequences, and ideally, produces shorter genomes for us to calculate
edit distances with. We would like to quantify how useful this addition is to the
process, both for synthetic datasets, and for biological data.

8.1 Description of compression algorithm

The algorithm used to compress the sequences is simple, so it will only be explained
briefly. Any compression algorithm may be used on the genomes, remembering that
genomes are modular, and so a sequence spanning the boundary of a one dimen-
sional array can be identified as present in another genome, and compressed. We
must also remember that it is possible to compress segments of a genome that have
been inverted. Algorithm algorithm 1 contains the pseudo-code for this function.

The algorithm finds pairs of genes that are adjacent in both genomes, and com-
presses them. This is continued until no pairs of genes can be found adjacent in both
genomes. This will compress the genomes as efficiently as possible, as compressing
multiple pairs of genes is equivalent to compressing a large block of genes. It is
not the most efficient implementation of the compression algorithm, but it is a sim-
ple way of dealing with issues like compression wrapping around the border of the
genome, reversed gene segments, and finding the largest block of adjacent genes to
compress.

8.2 Compression of synthetic genomes

We determined the average compressed genome length for the Compression stats
dataset, for each genome length in the range [4,13], and for each generation mode
(see Table B.1 for a description of these modes). Compression was calculated between
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Data: A, B: One dimensional arrays of genes to compress
Result: Ac, Bc: One dimensional arrays of genes that have been compressed
Ac ← A;
Bc ← B;
while we made a change last iteration, or it is the first iteration do

for i ∈ 0..|Ac| do
iNext = (i+1)%|Ac|;
if Ac[i] and Ac[iNext] are adjacent in Bc then

iLocationB← location of |i| in Bc;
iNextLocationB← location of |iNext| in Bc;
if Ac[i] and Ac[iNext] appear reversed in Bc then

sign← −1;
else

sign← 1;
end
newGene←max(abs(Ac[i], Ac[iNext]);
Delete Ac[iNext];
Delete Bc[iNextLocationB];
Ac[i]←newGene;
Bc[iLocationB]←sign × newGene;

end
end

end
Algorithm 1: Genome compression algorithm. The algorithm finds pairs of
genomes that match in A and B, and merges them into a single unit. This pro-
cess is repeated in the while loop.
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Figure 8.1: The average compression ratio for each generation mode, by genome
length.

each pair of genomes in the same category (genomes generated with the same length
and mode).

The result of this experiment can be found in Figure 8.1. The graph shows aver-
age compression ratios (compressed length / uncompressed length) compared with
genome lengths. Firstly, we can see that all compression ratios are between 0.6 and
1. We can also see that as genome length increases, there is an overall increase in
compression ratio, for all generation modes.

While all generation modes trend upwards, there is a noticeable difference be-
tween them, and we can see there is an ordering of the generation modes, ranked
by the difficulty of compressing genomes created with these methods. According to
the graph, the ranking is: Random > Transversion > All > Inversion > Inversion and
transposition > Transposition.

It makes sense that the most difficult mode for compression is completely ran-
dom genes – these would have the least structure, and for longer genomes (such as
length 13 in this example) it becomes very unlikely that genes will be adjacent in any
given pair of genomes. After this, we can see that transversion is more difficult to
compress than inversion, and inversion is more difficult to compress than transposi-
tion. The combination modes, “All” and “Inversion and transposition”, lie between
their component mode’s ratios.

8.3 Compression of real genomes

Similar compression experiments were conducted on the Biology mitochondria dataset.
This dataset was taken from the NCBI database (See § B.1). The dataset includes 3,634
mitochondrial genomes, from a wide range of different species. A sample of 500 ran-
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dom genomes was taken from this dataset, and pairs of genomes were selected for
compression ( 5002

2 = 125, 000 compressions).
The results of this experiment gave the average compression ratio for pairs, and

the average length of compressed genomes (uncompressed length for genomes were
usually 37). These were found to be:

Average compression ratio: 0.4911± 0.3270
Average length: 17.0297± 11.2350

This tells us that a significant amount of compression is possible. However, we
get a better idea than raw values if we look at the distribution. Figure 8.2 shows us
that the distribution is not uniform. While the average compressed genome length
may be 17.0297, we can see that there are distinct peaks at lengths 4 and 19 (these
correspond to the peaks at ratio 0.1 and 0.5). Besides this, a large number fall into the
length range 33-35. This tells us that our dataset has three mostly distinct categories
– genomes that are almost identical, apart from a few genes (compressed length of
around 4), genomes that have different structures, but are somewhat compressible
(compressed length of around 19), and genomes that are almost entirely different in
structure. We can see that there are virtually no genomes with compressed lengths
in the range 11-16.

Note that this structure is not due to gene content differences. Only genomes
with equal gene content were compared.

The genomes in the first peak, of compressed length 3-11, are in the range of
the capabilities of the algorithms discussed in this thesis (ITT model with constraint
satisfaction, and heuristic search), while the genomes in the second and third groups
are only be comparable with simplified models (IO, breakpoint analysis).
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Figure 8.2: Compression for the Biology mitochondria dataset. Graph based on a
random sample of 500 genes from the dataset. Categories with less than 5 occur-
rences are hidden. The top graph represents the compression ratio distribution, and
the bottom graph displays the compressed genome length distribution.
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Chapter 9

Tree construction

In Chapter 6 we looked at alternative methods to ITT for computing the distance
between two genomes, and compared them in Chapter 7. We have seen that the
distances do correlate to a degree (on the order of 10% average plan cost difference
between IO and ITT), but there are differences in some cases (depending on the
operations used to mutate the genome). We cannot tell from raw distances whether
the difference is significant enough to warrant the extended computation time of
using constraint satisfaction and the ITT model. Therefore, we look at one of the
primary uses of these distances – tree construction (as mentioned in § 1.1.1), to see if
the difference in distance dramatically alters the structure of the trees.

9.1 An overview of tree construction methods

9.1.1 Neighbour joining overview

The Neighbour Joining method of tree construction [26] was designed for efficient
creation of phylogenetic trees from distance data. For our purposes, the input to the
algorithm is a distance matrix of similarity between genomes, and the output is an
approximation of the tree that minimizes total branch length between the nodes.

First, we define the term neighbour. A pair of neighbours is “a pair of operational
taxonomic units connected through a single interior node in an unrooted, bifurcating
tree” [26]. Here, an “operational taxonomic unit” (abbreviated OTU) is a node in the
tree, or a group of nodes (See Figure 9.1).

The algorithm works by iteratively combining nodes of the tree. The initial tree
is an unrooted tree, with all nodes joined to one interior node (See Figure 9.2). The
algorithm seeks to minimise total sum of branch lengths, and so designates two
nodes as neighbours if combining them into one operational taxonomic unit reduces
the total sum of branch lengths by the largest amount.
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Figure 9.1: An example of an operational taxonomic units in a tree. Black circles
indicate interior nodes within this tree, and an operational taxonomic unit is any
node, or group of nodes, within the tree. In this example, two possible OTU’s are
shaded – the unit containing 1,2, and the unit containing just 3. Further, the shaded
OTU’s are neighbours in this example, as they are connected by only a single interior
node. While 4 is an OTU by itself, it is not neighbours with 3, as there are two interior
nodes separating them.
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Figure 9.2: An illustration of the initial tree configuration of the neighbour joining
algorithm
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Neighbour joining discussion

While it is not always possible to know which nodes are truly neighbours in the tree
[26], the algorithm can produce a reasonable approximation using this method. This
algorithm also does not necessarily produce the minimum evolution, or maximum
parsimony, tree. A minimum evolution tree is one that assumes the least amount of
evolutionary deviation from one genome to another. The algorithm can produce the
correct tree for purely additive trees, but may not for models that allow backward
and parallel substitution (such as horizontal gene transfer). [26]

However, it should be noted that the minimum evolution tree may not be the true
tree anyway. The minimum evolution tree “often has an erroneous topology, and the
maximum-parsimony method of tree making is not always the best in recovering the
true topology.” [26]

Comparisons with other algorithms (UPGMA, DW, ST, LI, MF) by Saitou and Nei
[26] through computer simulations indicate that this method is close to equivalent
for practical purposes, and since it operates in polynomial time, is a good choice for
testing phylogenetic tree construction.

9.2 Tree construction comparison with synthetic data

Edit distances were calculated using the ITT, IO and Breakpoint models on the Tree
synthetic 6 dataset (A dataset of random genomes of length 6. See Table B.2). Edit
distances were calculated for each pair of genomes, and a distance matrix was com-
puted for each model (ITT, IO, breakpoint) on the same data. These distance matrices
were input into an implementation of the Neighbour Joining algorithm [27, 28], and
were visualised by the iTOL software package [29, 30].

Figure 9.3 shows the three trees produced by this algorithm. Displayed branch
lengths are proportional to the actual branch lengths the Neighbour joining algorithm
produces.

9.2.1 Discussion of the synthetic tree construction comparison

IO vs. ITT We can see that for this synthetic data (in this case, completely random
genomes), there is a great deal of similarity between the two models. At the lower
levels of the tree, the genomes are structured identically. We must look higher in the
tree to see any difference – the ITT model groups the (7,4) sub-tree as neighbours of
the (9,1,8,6,3) sub-tree, while the IO model assigns distinct groups. Additionally, the
IO model groups (10,2,5) as a direct neighbour of (11,12), but the ITT model assigns
an internal node as the parent of both sub-trees.

This corresponds with our raw distance results from § 7.1.1. We see that the
small difference in raw distances (on the order of 1%) does have a small impact
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on the resulting tree for raw genomes. It should be emphasised that this does not
necessitate a small difference for all genomes, as this experiment was performed with
purely randomly generated synthetic data. With random data, we would not expect
distances to yield any real tree structure anyway. This may be the reason for the
small difference between constructed trees from the ITT and IO computed distances
(for the same experiment with biological data, see § 9.3).

Breakpoint vs. ITT Again, we can see much similarity in the trees produced –
the breakpoint model groups (10,2,5) and (11,12), and it’s upper level hierarchy is
identical to that of the ITT model for this sub tree (as opposed to the IO model,
which excluded an internal node). (9,1) and (7,4) are neighbours in the breakpoint
tree, but these two groups are not direct neighbours in the ITT model’s tree. The
group (8,1,6,3) contains the same structure in both trees.

Impact of raw distances on phylogenetic tree construction

From this, we can see that there is some difference between the trees produced from
the distance measurements for randomly generated synthetic genomes. It is difficult
to tell which of the IO or breakpoint distance tree are closest to the ITT tree without
some metric for tree comparison, but it is enough to know that there is a structural
difference.

This means that we cannot ignore the minimal difference in raw results from
Chapter 7. Since tree construction must create discrete categories for genomes (ig-
noring the variable tree lengths displayed in the diagrams), a minimal difference in
raw distance may lead to a different categorisation. For these trees, the difference
in categorisation is also minimal – the structure of the trees are fundamentally the
same. We cannot definitively say that this difference is negligible though, as the
difference may be important in some biological applications (but it could easily be
unimportant).

Neither can we judge which model produces trees closer to the biological reality
based on this experiment, as the genome data has been artificially generated. The
same experiment, with biological data, can be found in § 9.3.

9.3 Tree construction comparison with biological data

As in § 9.2, edit distances using the ITT, IO and breakpoint models were calculated
for the same set of data. In this case, the Biology mitochondria dataset was used.
This dataset contains 11 genomes of mitochondrial genomes, randomly selected to
have pairwise compressed lengths of 5-7 (from 37). All genomes in this subset have
equal gene content. More information on the dataset can be found in § B.2.
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(c) Breakpoint distance phylogenetic tree.

Figure 9.3: Phylogenetic trees generated by the Neighbour Joining algorithm, from
synthetic data. Line lengths represent branch length, scale present in the top left
hand corner. Data taken from the Tree synthetic 6 database.
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Genome
num-
ber

Accession
number

Scientific name Description

1
NC
005826

Dromiciops gliroides Monito del monte (Bush monkey, marsupial)

2
NC
013606

Coloconger cadenati Congro (Short-tail eel)

3
NC
020586

Tragopan temminckii Temminck’s Tragopan (Pheasant)

4
NC
016119

Nanorana pleskei Tibetan frog (Frog)

5
NC
017606

Dendrophysa russelii Goatee croaker (Ray-finned fish)

6
NC
006082

Chinemys reevesi Reeves’s turtle (Turtle)

7
NC
004700

Chalceus macrolepidotus Pinktail chalceus (Tropical fish)

8
NC
011191

Halichoeres tenuispinis Chinese wrasse (Fish)

Table 9.1: The names of animals for the biological genome tree construction compar-
ison (Figure 9.4)

The selection of animals for this experiment may be of use in comparing the
validity of each method biologically, and is of general interest, so they are listed in
Table 9.1.

IO vs. ITT The most important observation from the generated trees is that they
are similar, but not exactly equivalent. The ITT model groups (7,5,6,1), but the IO
model splits (7,5) and (6,1) into separate groups. There are some similarities though
– (4,3,2) has the same structure in both trees, and (8) is given its own top level branch
in both trees. Additionally, in both, we can see that genome (1)’s distance from all
others is very high (given that (1) is a marsupial, and most others are aquatic animals,
this is probably accurate).

Breakpoint vs. ITT Again, there are some similarities between the breakpoint edit
distance and the ITT tree, but there is a substantial difference between the structures.
(2,3) and (1,6) are still grouped in the breakpoint tree, but these are the only sig-
nificant similarities – the breakpoint tree has little internal structure, and lists many
genomes as children of the root internal node. It appears as though the IO tree is a
better approximation to the ITT tree (although this judgement is only visual).

Note that most animals selected for these phylogenetic trees are from similar
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Figure 9.4: Phylogenetic trees generated by the Neighbour Joining algorithm, from
biological data. Line lengths represent branch length, scale present in the top left
corner. Data for each genome is taken from the Biology mitochondria dataset.
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groups. They were randomly chosen to satisfy the following properties:

1. Gene content was sufficiently similar to not require dropping many genes (at
most 4 genes were dropped between comparisons in this set)

2. It was also required that compressed genome was small enough for calculation
of ITT distances – this naturally forces the set to be similar animals (in this
example, aquatic animals).

From this comparison, we can see that the IO and ITT model’s do produce differ-
ent phylogenetic trees, meaning that the small and rare differences between ITT and
IO raw edit distances is significantly high for tree construction on biological data to
produce different results.
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Chapter 10

Conclusion

10.1 Summary of results

The goal of investigating the use of constraint satisfaction for the genome edit dis-
tance problem has been achieved. It has been found that constraint satisfaction is
able to calculate distances for the Inversion / Transposition / Transversion model
of genome evolution, however, it is not yet competitive with previously attempted
approaches, such as planning and heuristic search.

Two MiniZinc constraint satisfaction models have been implemented – a rela-
tional model, and a positional model. The positional encoding may seem more in-
tuitive due to the ability to simply express inversion operations, but this simplicity
is complicated by edge cases, and operations that span the boundaries of the linear
array. Additionally, with sufficient symmetry breaking constraints, it was found that
the relational MiniZinc model out-performs the positional MiniZinc model.

Given the symmetric nature of this problem, and the benefits that the symmetry
reducing constraints introduced in this paper give, we conclude that there is potential
to expand the range of problems constraint satisfaction can solve in reasonable time
through additional symmetry reducing constraints.

The application of this algorithm to real world problems was tested against the
NCBI mitochondrial genome database, and it was found that compression algorithms
are often useful for real world data. It was found that some genomes can be com-
pressed by up to 90% of their original size, and most can be compressed by 50%
or more. There exist some genome pairs that cannot be compressed at all. While
the compression algorithm reduces genome length, and consequently solving time
substantially, compression alone is not enough to bring all biological genome com-
parisons into the range of tractability for an ITT model.

Alternative models of genome evolution with polynomial time solutions were
trialled, including inversion-only distance, and breakpoint distance. It was found
that while the distance results are well correlated, and very similar in most cases,
when these alternative distances are used for phylogenetic tree construction, the
difference becomes non-trivial.

71



10.2 Future work

Performance improvements

It is believed that there is potential to expand the reach of constraint satisfaction for
this problem through the use of stronger redundant constraints, and more symmetry
breaking constraints.

Performance benefits may also be achieved by linking the two encodings of the
problem into a dual-model [22].

Stronger upper and lower bounds on plan cost, stronger than the IO distance, may
also improve constraint satisfaction’s performance for the Inversion / Transposition
/ Transversion edit distance problem.

Other improvements

Beyond performance improvements, to increase the quality of our distances, it would
be useful to look at variable operation costs (dependent on the length of transposed
/ inverted segments), and examine how this impacts tree construction. This model
modification could then be assessed biologically, and the plausibility of this new
model decided.

Similarly, it has been assumed that transversions should occur with the same
frequency as transpositions, however, this is not necessarily the biological reality. Ex-
perimentation with different transversion weights may show that this weight should
be adjusted.

A simple language or interface for biologists to manipulate models of evolution,
and construct plan costs and phylognies based on these produced plan costs could
be constructed. This would extend the benefits of flexibility from a constraint satis-
faction system to biologists, allowing them to perform these experiments themselves.
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Appendix A

Technical details

A.1 Benchmark computer details

CPU Intel(R) Core(TM) i7 CPU 950 @ 3.07GHz
L1 Cache 256KB, 4-way set associative, write-through
L2 Cache 1024KB, 8-way set associative, write-through
L3 Cache 8192KB, 16-way set associative, write-back
Main memory 6GB DDR3 1333Mhz
Mflops/s 64.424 Mflops/s

Table A.1: The relevant specifications for the computer used to benchmark the algo-
rithms presented in the paper.

All calculations were carried out to double precision.
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Appendix B

Datasets

B.1 Synthetic datasets

For testing and experimentation, we must have genome data to compare and com-
pute distances for. The algorithms discussed in this thesis were tested on these
datasets.

Different methods of generating synthetic genome data were experimented with,
as the method of generation may be an important factor in the lengths and costs
of plans (algorithms may perform better sorting sequences generated by random
operations rather than completely random sequences). A complete list of algorithms
used to generate these genomes can be seen in Table B.1.

Table B.2 describes the named datasets created from the different genome gener-
ation algorithms. For each algorithm listed in Table B.1, and for each length in the
range [length start, length end], iteration genomes are created with the given genome
generation algorithm.

B.2 Biological datasets

Table B.2 also contains genomes interpreted from real biological data. This data
was scraped from the NCBI site [31] [32] (see http://www.ncbi.nlm.nih.gov/
genomes/OrganelleResource.cgi?taxid=33208).
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Name Description
Random A completely randomly generated sequence
Inversion A genome created from random inversions. The number

of inversions is equal to half of the genome length, and the
inversions are initially performed on the identity genome

Transposition A genome created from random transposition, in the same
way as inversions

Transversion A genome created from random transversions, in the same
way as inversions

Inversion and transposition A genome created from both random inversions and ran-
dom transpositions. The split between the amount of each
operation is random, and the number of total operations
performed is equal to half of the genome length

All A genome created from random inversions, transpositions,
and transversions. The split between the amount of each
operation is random, and the number of total operations
performed is equal to half of the genome length

Real data Data from biology literature – not synthetically generated

Table B.1: A table of the modes of generating synthetic datasets. By default, the
number of random operations performed on a genome of length n was bn/2c
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Name Description Modes
Minimum
Length

Maximum
Length

Number
of
genomes

All lengths

A dataset with many
lengths, but few iterations
of them. Intended to give
a good range of types of
genomes for wide testing.

All
modes

4 10 2

Short
lengths

A dataset with shorter
lengths, but with many it-
erations of them. Also
intended to give a good
range of types of genomes
for wide testing.

All
modes

4 7 30

Benchmark
A small dataset used for
benchmarking sorting al-
gorithms

All
modes

6 8 5

Random

A dataset comprised of
completely random se-
quences only (Only uses
the Random generation
method of Table B.1)

Random
only

4 7 30

Tree syn-
thetic 6

A dataset comprised of
completely random se-
quences only (like the
Random dataset). Con-
tains problems for each
pair of genomes generated
(for distance matrix cre-
ation)

Random
only

6 6 12 ( 122

2
total)

Compression
stats

A dataset of genomes
used for compression ex-
periments, not used for
solving.

All
modes

4 13 100

Timing
A dataset of genomes
used for benchmarking
different models.

All
modes

4 8 10

Biology mi-
tochondria

A dataset of real mi-
tochondrial genomes col-
lected from the NCBI
database [31] [32].

Real
data

37 37 3634

Table B.2: A table of datasets used to perform experiments. Modes are modes of gen-
eration. N problems were generated for each length in the range [Minimum length,
Maximum length], where N = The value from the column “Number of genomes”
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Appendix C

MiniZinc model code

Positional model
File name: genome.mzn

1 %Genes are usually modified in contiguous blocks
2 constraint forall(t in stepIndices) (
3 noActionTookPlace(t) \/(
4 forall(i in geneIndices) (
5 forall(j in geneIndices) (
6 (
7 %we reason about i+1, which is between i and j.
8 %Will only select groups as big as 3
9 (

10 geneMovedThisStep(t,i) /\
11 geneMovedThisStep(t,j) /\
12 (i+1 < j)
13 ) ->
14 (
15 geneMovedThisStep(t,i+1) \/
16 inversionPivotPoint(t,i+1) \/
17 (
18 transpositionTookPlace(t) /\
19 (
20 transpositionStarts[t] > transpositionEnds[t]
21 )
22 )
23 )
24 )
25 )
26 )
27 )
28 );

Listing 7: The contiguous gene blocks constraint. If a gene between two other genes
that change stays stationary, there are only a few possible reasons why (modular
transposition, or the center of an inversion)

79



Positional model
File name: genome.mzn

1 %If a gene stays in the same position between steps
2 %then it may be the center of an inversion,
3 %or it’s not in an action
4 constraint forall(t in stepIndices) (
5 noActionTookPlace(t) \/ (
6 forall(i in geneIndices) (
7 (
8 (planStates[t,i] = planStates[t+1,i]) \/
9 (planStates[t,i] = -planStates[t+1,i])

10 ) <-> (
11 (
12 (
13 %Case 1: not in a transposition
14 transpositionTookPlace(t) /\
15 (
16 (i < transpositionStarts[t]) \/
17 (i > (transpositionEnds[t]+transpositionShifts[t]))
18 )
19 )\/
20 (
21 %Case 2: not in an inversion
22 inversionTookPlace(t) /\
23 (
24 (i < inversionStarts[t]) \/ (i > (inversionEnds[t]))
25 )
26 )\/
27 %Case 3: in an inversion, but at the center
28 inversionPivotPoint(t,i) \/
29 %Case 4: the transposition is wrapping around
30 (
31 transpositionTookPlace(t) /\
32 (transpositionStarts[t] > transpositionEnds[t])
33 )
34 )
35 )
36 )
37 )
38 );

Listing 8: The stationary genes redundant constraint. If a gene stays in the same
position between steps, then it may be the center of an inversion, or it’s not in an
action
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Positional model
File name: genome.mzn

1 %Genes in consecutive steps should only have signs changed if
2 %1. inside an inversion 2. inside a transversion.
3 %Also, means an action had to take place
4 constraint forall(t in stepIndices) (
5 forall(i in geneIndices) (
6 forall(j in geneIndices) (
7 (planStates[t,i] = -planStates[t+1,j]) ->
8 (
9 (

10 (
11 inversionTookPlace(t) /\
12 (i >= inversionStarts[t]) /\
13 (i <= inversionEnds[t])
14 ) \/
15 (
16 transversionTookPlace(t) /\
17 (i >= transpositionStarts[t]) /\
18 (i <= transpositionEnds[t] + transpositionShifts[t]))
19 )
20 /\
21 (not noActionTookPlace(t))
22 )
23 )
24 )
25 );

Listing 9: The gene sign change constraint. If a gene has changed sign in consecutive
steps, we can infer some things about what has occurred.

Positional model
File name: genome.mzn

1 %Constrain the change in breakpoints to be at most the operation
2 %that we did between the steps (trans* fix 3, inversions fix 2)
3 constraint forall(t in stepIndices) (
4 (
5 transpositionTookPlace(t) ->
6 (
7 (breakpointCount[t]-breakpointCount[t+1]) <= 3
8 )
9 ) /\

10 (
11 inversionTookPlace(t) ->
12 (
13 (breakpointCount[t]-breakpointCount[t+1]) <= 2
14 )
15 )
16 );

Listing 10: The breakpoint reduction constraint. We know there is a maximum
number of breakpoints that can be fixed by any operations. The breakpointCount
array is constrained based on the gene content at each step t.
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Relational model
File name: genome-relational.mzn

1 %initialGenome must be reflected in leftNeighbour array
2 constraint forall(g in geneValues) (
3 isLeftNeighbourConstant(1,initialGenome[g],initialGenome[g+1])
4 ) /\ (
5 isLeftNeighbourConstant(1,initialGenome[genomeLength],initialGenome[1])
6 );
7

8 %goalGenome must be reflected in leftNeighbour array
9 constraint forall(g in geneValues) (

10 isLeftNeighbourConstant(max(stateIndices),
11 goalGenome[g],
12 goalGenome[g+1])
13 ) /\ (
14 isLeftNeighbourConstant(max(stateIndices),
15 goalGenome[genomeLength],
16 goalGenome[1])
17 );
18

19 %Also read in the signs
20 %Initial
21 constraint forall(g in geneValues) (
22 ((initialGenome[g] < 0) -> (geneSign[1,abs(initialGenome[g])] = -1)) /\
23 ((initialGenome[g] > 0) -> (geneSign[1,abs(initialGenome[g])] = 1))
24 );
25 %Final
26 constraint forall(g in geneValues) (
27 ((goalGenome[g] < 0) ->
28 (geneSign[max(stateIndices),abs(goalGenome[g])] = -1)) /\
29 ((goalGenome[g] > 0) ->
30 (geneSign[max(stateIndices),abs(goalGenome[g])] = 1))
31 );

Listing 11: The constraint that translates from a positional input to a relational
output for the relational model.
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Relational model
File name: genome-relational.mzn

1 %--ORIENTATION--
2 %If a gene is part of an inversion, usually the left and right
3 %neighbours need to be swapped between steps (edge cases too)
4 %Complicated by special case of a width one operation
5 %(in this case, don’t swap the neighbours twice,
6 %it’s both the start and the end which makes
7 %things confusing and wrong)
8 constraint forall(t in stepIndices) (
9 forall(g in geneValues) (

10 partOfInversion(t,g) -> (
11 %don’t flip anything if it’s a single gene
12 %(in terms of orientation anyway, we’ll change the sign)
13 (
14 widthOneOperation(t) -> (
15 %we know g is the one that is the width one operation
16 %since it inverted.
17 (leftNeighbour[t,g] = leftNeighbour[t+1,g]) /\
18 (rightNeighbour[t,g] = rightNeighbour[t+1,g])
19 )
20 )/\
21 %only do the rest if it’s not a width one operation
22 (not widthOneOperation(t)) -> (
23 %if part of an inversion, swap neighbours, unless edge case
24 (
25 (g=operationStart[t]) -> (
26 %start moves to old end’s position
27 (rightNeighbour[t+1,g] = rightNeighbour[t,operationEnd[t]]) /\
28 (leftNeighbour[t+1,g] = rightNeighbour[t,g])
29 )
30

31 )/\
32 (
33 (g=operationEnd[t]) -> (
34 %end moves to old start’s position
35 (leftNeighbour[t+1,g] = leftNeighbour[t,operationStart[t]]) /\
36 (rightNeighbour[t+1,g] = leftNeighbour[t,g])
37 )
38

39 )/\
40 (
41 ((g!=operationStart[t]) /\ (g!=operationEnd[t])) -> (
42 %anything in between has both neighbours flipped
43 (leftNeighbour[t+1,g] = rightNeighbour[t,g]) /\
44 (rightNeighbour[t+1,g] = leftNeighbour[t,g])
45 )
46 )
47 )
48 )
49 )
50 );

Listing 12: The constraint that inverts the order of genes in the
leftNeighbour[s][g] array, if it is part of an inversion.
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Appendix D

Source files

Excerpts from the positional and relational MiniZinc model are contained in this
document, but the complete files were too large to fully list. These files are available
for download from https://github.com/cyberdash/genome-edit

This repository contains

• The positional and relational MiniZinc model files

• A program to convert and display relational plan output as a positional plan
for debugging

• The scraped mitochondrial genome dataset from the NCBI website, including
scripts to convert this data into .dzn files

• Code for the algorithm that was used to compress genomes
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Appendix E

Other notes

E.1 Simulating a transposition with three inversions

It is possible to simulate a transposition operation with three inversion operations.
Let

• bstart be the start of the transposed block

• bend be the end of the transposed block

• bshift be the amount we shift the block [bstart, bend] by.

• bwidth be |bstart − bend|

We then invert with

1. [bstart, bend + bshift]

2. [bend, bend + bwidth − 1]

3. [bstart, bstart + bshift − 1]

And we are left with the same result. For example, say we transpose

1, 2, (3, 4, 5), 6, 7, 8→ 1, 2, 6, 7, (3, 4, 5), 8

We would then invert

s

1 2 (3 4 5 6 7) 8
1 1 2 -7 -6 (-5 -4 -3) 8
2 1 2 (-7 -6) 3 4 5 8
3 1 2 6 7 3 4 5 8
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Appendix F

Glossary

ITT Inversion / Transposition / Transversion
IO Inversion Only
ITTuw Unweighted ITT
ITTw Weighted ITT
PDDL Planning Domain Definition Language
OTU Operational Taxonomic Unit
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