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#### Abstract

The standard (point-wise) linear channel model for MIMO wireless systems provides a simplistic mapping from antenna elements to continuous (operator) view point of wireless channels. Low-rank, high-dimension sampling matrices generated by Ray-Tracing may be used to estimate (with error) the "true" operator channel. In order to achieve reasonable estimation error bounds, intractably large dimension matrices must be used for Ray Tracing.

We consider an algorithm for estimating the singular values of the large dimensional matrix via application of Power Factorisation. We show there is no preferential basis choice for preconditioning and provide a simple algorithm for high-speed evaluation of the dominant singular values.
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## I. Introduction

The advent of multiple-input multiple-output (MIMO) wireless communications has promoted the concept of high bandwidth wireless systems employing large numbers of antenna elements at the transmit and receive ends of the wireless link. Much interest [1] has been devoted to closely spaced array elements and the effects of correlation for small wireless devices. Much of the wireless communication literature models antenna elements as points in space. We refer to such models as pointwise models.

Recent work [2-5] has shown that spatially diverse wireless systems may be more appropriately modelled using continuous spatial techniques, which focus on the continuous nature of space, rather than the individual antenna elements. In particular, these techniques consider the channel as an operator, [6], rather than a collection of discrete points. In [7] it was shown that antenna elements may be seen as "samples" of the continuous channel.

We shall focus on simple models of the form given in [8], where the antenna elements are assumed to be "dense." It has been shown [4] that the point-wise approximation of the continuous channel may be interpreted as a particular choice of orthonormal expansion, which miss-estimates the continuous mode connection strengths and requires a large number of sample points to provide reasonable accuracy. The size of the sampling matrix generated for estimating the operator channel must be extremely large and this gives a channel matrix of large dimension and low rank, with large computational complexity to calculate the channel singular values.
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Fig. 1. Continuous solid regions $V_{T}$ (transmit) and $V_{R}$ (receive) containing $t$ and $r$ discrete antenna elements respectively. Two particular elements are highlighted, with the corresponding channel matrix entry $G_{j i}$ shown.

This paper is arranged as follows: in section II we describe the channel model involved, and discuss decomposition of functions into particular choices of bases. Section III presents numerical comparisons of the ray tracing technique including computational complexity for both direct (point wise) estimation, and using the power factorisation method. We draw conclusions in section IV.

## II. Channel Model

Consider the physical arrangement shown in Figure 1. We have shown two regions $V_{T}$ and $V_{R}$ in space. The region $V_{T}$ generates signals which are transmit to $V_{R}$ over a given channel. The region $V_{T}$ contains $t$ sources (transmit elements) which produce a field within $V_{R}$, and $V_{R}$ contains $r$ receive elements which sample the field within $V_{R}$. We have superimposed "discrete" antenna elements contained within each region, shown as black spots in Figure 1. Each (transmit/receive) element may be considered as the centroid of a given sub-region. The $i^{t h}$ transmit element is located at a point $\rho_{T i} \in V_{T}$ and may be considered as being contained by the small sub-region $\Delta V_{T i}$ as shown. Each sub-region $\Delta V_{T i}$ is assumed to be disjoint and the collection of sub-regions occupy the whole of $V_{T}$, i.e., $V_{T}=\sum_{i} \Delta V_{T i}$. Similarly, the receive elements are contained within small disjoint sub-regions $\Delta V_{R j}$ whose collective occupies all of $V_{R}$. The enclosing regions $V_{T}$ and $V_{R}$ are separated by a distance $D$ (centre-to-centre). We shall assume that the channel is finite-frequency, has no inter-symbol interference and is time-invariant.

We shall collect the transmit and receive signals in vectors $x \in \mathbb{C}^{1 \times t}$ and $y \in \mathbb{C}^{1 \times r}$ respectively, to give the well-known MIMO linear channel model

$$
\begin{equation*}
y=H x+w \tag{1}
\end{equation*}
$$

where the transfer matrix $H \in \mathbb{C}^{t \times r}$ gives the complex channel gain coefficients between points in $V_{T}$ and points in $V_{R}$.


Fig. 2. Duality between discrete and continuous domains in noise free environment. Reversibility of arcs is dependent upon "sufficiently" dense sampling criterion [7] and equal-norm sampling functions.

If we consider the (transmit) signal $\psi\left(\mathbf{r}_{T}\right)$ generated by $x$ in $V_{T}$, and the (receive) signal $\phi\left(\mathbf{r}_{R}\right)$ which is produced in $V_{R}$ and sampled to give $y$ we may write $\psi\left(\mathbf{r}_{T}\right)$ and $\phi\left(\mathbf{r}_{R}\right)$ in terms of complete, orthonormal sequences $\left\{\varphi_{i}\left(\mathbf{r}_{T}\right)\right\}_{i=1}^{\infty}$ and $\left\{\vartheta_{j}\left(\mathbf{r}_{R}\right)\right\}_{j=1}^{\infty}$. We have

$$
\begin{array}{ll}
\psi\left(\mathbf{r}_{T}\right)=\sum_{i} a_{i} \varphi_{i}\left(\mathbf{r}_{T}\right) \quad a_{i} \triangleq\left\langle\psi\left(\mathbf{r}_{T}\right), \varphi_{i}\left(\mathbf{r}_{T}\right)\right\rangle \\
\phi\left(\mathbf{r}_{R}\right)=\sum_{j} b_{j} \vartheta_{j}\left(\mathbf{r}_{R}\right) \quad b_{j} \triangleq\left\langle\phi\left(\mathbf{r}_{R}\right), \vartheta_{j}\left(\mathbf{r}_{R}\right)\right\rangle \tag{3}
\end{array}
$$

and we may collect the elements $a_{i}$ and $b_{j}$ in vectors: $\mathbf{a}=$ $\left\{a_{1}, \ldots\right\}, \mathbf{b}=\left\{b_{1}, \ldots\right\}$ and write:

$$
\begin{equation*}
\mathbf{b}=\Gamma \mathbf{a} \tag{4}
\end{equation*}
$$

If we assume that each transmit antenna element $j$ has an orthonormal spatial signature $\mathbf{s}_{T j}$ then we may write the transmit vector in terms of a sampling matrix $[7,9] A$,

$$
\begin{equation*}
\psi\left(\mathbf{r}_{T}\right)=A x \quad A_{j i}=\left\langle\mathbf{s}_{T j}, \varphi_{i}\left(\mathbf{r}_{T}\right)\right\rangle \tag{5}
\end{equation*}
$$

and similarly, for the receive signal $\phi\left(\mathbf{r}_{R}\right)$, we may assume each receive antenna element $j$ has an orthonormal spatial signal $\mathbf{s}_{R j}$ and use a sampling matrix $B$ to give $y$

$$
\begin{equation*}
y=B^{*} \phi\left(\mathbf{r}_{T}\right) \quad B_{j i}=\left\langle\mathbf{s}_{R j}, \vartheta_{i}\left(\mathbf{r}_{R}\right)\right\rangle \tag{6}
\end{equation*}
$$

Combining (1), (4), (5) and (6) we have:

$$
\begin{equation*}
y=B^{*} \Gamma A x+\hat{w} \tag{7}
\end{equation*}
$$

Figure 2 describes the duality of the continuous and discrete models given by (7). The emphasis of previous work [7] was in generating $H$ given $\Gamma$. In this paper we shall not be interested in noise or the capacity of the channel: our motivation is to examine the properties of $H$ and $\Gamma$.

It has been shown [9] that the transfer matrix $\Gamma$ is inherently finite rank, and this rank is given by the parameters of the multipath channel. Further, it has been shown [4] that in order to accurately estimate the channel $\Gamma$ from $H$ using point-like sampling the number of points required is large. Point-like sampling (without any prior channel preconditioning) suffers from two serious flaws:

1) The number of points is extremely large (giving a highdimension matrix $H$ ) while the rank of the channel is finite (the rank of $H$ is small)
2) The error associated with the estimate $\widehat{\Gamma}$ given $H$ is unbounded. In particular, the trace of the estimate matrix $\widehat{\Gamma}$ remains fixed, which prevents a natural measure of convergence.
We shall address both issues below. Our first step is to develop a means to reduce the computational complexity of the singular value estimation, given that the dimension of the matrix $H$ is much larger than the number of non-negligible singular values. We next examine the convergence characteristics of the algorithm, and show that the convergence is monotonically increasing.

## III. Reducing Computational Complexity

A singular value decomposition (SVD) is required to estimate the channel singular values and decompose the continuous channel into independent parallel channels. Where the transmission function has been appropriately sampled, there will be a large number of points over the transmit and receive volumes, thus requiring a large matrix SVD. Given an equal number of transmitter and receiver sample points, $n$, computation of the SVD requires $O\left(n^{3}\right)$ [10]. From an estimation view-point, it is desirable to ensure that $n$ is sufficiently large to capture all degrees of freedom from the channel. In most cases the number of non-negligible singular values will be much less than $n$, thus we know that the transmission matrix may be approximated by a low rank matrix.

## A. Truncated Basis Approximation

An natural method to generate a low dimension matrix $\widehat{\Gamma}_{k}$ whose singular values are equal to the largest $k$ singular values of $\Gamma$ is to apply the transformation of Figure 2: If we choose the basis for the channel, and apply the basis functions to our sampling points in the form of matrices $A$ and $B$, a lower dimension approximation of the matrix $\Gamma$ may be formed. Such a basis would well approximate the most likely channel eigenfunctions using only a truncated subset of the basis. To approximate the channel singular values, it is then sufficient to calculate the singular values of the truncated basis projection of the transmission matrix.

Given unitary $n \times r$ matrices for the transmitter volume $B_{T}$ and receiver volume $B_{R}$ the $r \times r$ channel matrix approximation would be $B_{R}{ }^{*} G B_{T}$. To calculate this matrix and determine its singular values would require $4 n^{2} r+4 r^{3}$ operations. This approach would become more computationally efficient when $n / r \succsim 1.46$ and $O\left(n^{2}\right)$ for $n \gg r$.

This approach relies on the existence and invariance of such a basis function set. For simple geometries, where the regions are flat and parallel, it can be shown that a low order Prolate type basis function set across the region gives a good approximation for the channel singular values. In this case, a monotonically increasing approximation of the singular values is obtained providing a more stable estimate than a sparsely sampled transmission matrix. Similar properties hold for other simple geometric arrangements: such as using Spherical Harmonics for communication between concentric spherical shells.


Fig. 3. Approximation of singular values via SVD on reduced point set and SVD on basis projection.

However, for unknown channels without a natural geometry ${ }^{1}$ there is no guarantee that a particular basis may used independently of the channel. Figure 3 compares the estimates of singular values with truncated basis approximation. Figure 3(a) shows the overestimated singular values when reduced point sets are used. Figure 3(b) demonstrates the monotonic convergence to the actual singular values when a truncated basis is applied to the large sampled channel matrix. This figure is for a configuration of two flat planes of 20 wavelengths separated by a distance of 100 wavelengths.

When the system is perturbed by angular rotation, or by introducing several scattering objects, it can be seen that the basis functions are no longer appropriate for estimating the singular values. Figure 4 introduces to the configuration 10 scatterers having a $45^{\circ}$ standard deviation in angle. Figure 4(a) provides the truncated point method result while Figure 4(b) shows that the prolate basis now provides a poor approximation. Similar
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Fig. 4. Approximation of singular values via SVD on reduced point set and SVD on basis projection for 10 reflective scattering bodies.
result can be shown for other basis functions such as a Fourier basis, scaled spherical harmonics, and Gabor wavelets.

Although this shows that some general basis types are not appropriate, it does not eliminate the existence of a suitable basis. To investigate this we calculated the dominant eigen-modes for a sample of channel configurations. Principle component analysis, also known as Karhunen-Loève expansion, was then used to search for the presence of common eigen modes which would provide a suitable basis for general truncation. The 10 dominant modes from each of 100 configurations of the channel were obtained. The channels were statistically created with a Gaussian angular diversity about a perpendicular direction of arrival. Figure 5 shows the singular values of the matrix consisting of these 1000 channel transmission modes. It can be seen that as the angular diversity increases the singular value spectrum becomes flat. Thus there is no common eigen-modes and consequently no preferred basis for the possible channel eigenmodes as the arrival angle becomes uncertain. A reduced order basis is only feasible with a preferred direction of arrival and low angular diversity. Although the dominant amplitude pat-


Fig. 5. Demonstration of lack of invariant basis function. As the scattering diversity increases, the span of eigenfunctions increases - there can be no preferred basis with high angular diversity
terns across the region remain largely unchanged, the differing directions of arrival introduce a variable phase offset across the receiver volume. In a rich scattering environment, the dimensionality of this potential variation approaches critical sampling of the region and no basis would offer any computational advantage. Unless a single dominant direction of arrival is identified and compensated for, truncated basis approximation does not offer any benefits over simply sampling at high density.

## B. Power Factorisation

In general we know that the spectrum of the channel matrix will be concentrated, with few large singular values compared to the number of samples required for critical sampling of the receive and transmit volumes. We desire a method to extract the significant singular values from a critically sampled channel matrix without incurring the expense of a complete singular value decomposition. To achieve this we introduce the process of power factorisation $[11,12]$ based on the method of orthogonal iteration for determining dominant eigenvalues [10].

Given the $n \times n$ channel matrix, G, and an estimate for the critical number of singular values, $r$, we first construct an initial random matrix $A_{0}$ of size $n \times r$ and then iterate

$$
\begin{align*}
& B_{k}=G^{*} A_{k-1} N_{k}  \tag{8}\\
& A_{k}=G B_{k}
\end{align*}
$$

where $N_{k}$ is a matrix selected at each step to ensure that $B$ remains unitary (Gram-Schmidt or QR decomposition). This provides a rank $r$ factorisation that converges to the global minimum of $\left\|M-A B^{*}\right\|_{F}$ [11] under the Frobenius norm. After several iterations, the significant singular values of G can be estimated from a SVD of $A_{k}$. The computational requirements for the $k$ iterations and the SVD are given in Table I.

It can be shown that for $n / r \gg 1$, the Power Factorisation method is more efficient than direct SVD if $k<n /(2 r)$. Figure 6 shows that convergence of the singular values for $r=20$ is achieved in three to four iterations. In this case $n=900$, thus a significant computational saving is possible.

TABLE I
Computational complexity of Power Factorisation method

| Iteration | Complexity |
| :---: | ---: |
| $G^{*} A_{k-1}$ | $2 n^{2} r$ |
| Gram-Schmidt $N_{k}$ | $2 n r^{2}$ |
| $G B_{k}$ | $2 n^{2} r$ |
| SVD $(A)$ | $2 n r^{2}+2 r^{3}$ |
| TOTAL | $4 k n^{2} r+2(k+1) n r^{2}+2 r^{3}$ |

## C. Convergence

Given the optimal rank $r$ approximation of $M$ as $\widehat{M}$ then the approximation $A B^{*}$ will converge as

$$
\begin{equation*}
\left\|\widehat{M}-A B^{*}\right\|_{F} \leq C\left(\frac{\sigma_{r+1}}{\sigma_{r}}\right)^{2 k} \tag{9}
\end{equation*}
$$

for some constant $C$. Due to the compact nature of the channel operator $\Gamma$, the singular values of $H$ are bounded [6]. Further the singular values may be ordered such that $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq$ $\sigma_{k} \geq \cdots \geq 0$. For any value $\epsilon>0$, there is a number $N_{c}$ such that for $i \geq N_{c}, \sigma_{i}<\epsilon$ [6]. Convergence would be slow for an i.i.d. channel matrix, however this is unlikely given sufficiently dense sampling. Figure 7 shows the convergence of the norm compared with the bound for $r=20$. The most significant reduction in the norm is obtained in the first few iterations.

Figure 7 also shows the average relative error in the singular values calculated as,

$$
\begin{equation*}
\frac{1}{r} \sum_{i=1}^{r} \frac{\left(\widehat{\sigma}_{i k}-s_{i}\right)^{2}}{\sigma_{i}} \tag{10}
\end{equation*}
$$

where $\widehat{\sigma}_{i k}$ is the estimate of the $i^{t h}$ singular value from the $k^{t h}$ iteration. The average relative error in the singular values is less than $2 \%$ in both cases after only four iterations. Since the larger singular values converge faster (e.g., Figure 6), the absolute error is quite small after only a few iterations.

Consider the expansion of the second step in the iteration, with

$$
\begin{equation*}
G=U D V^{*} \tag{11}
\end{equation*}
$$

i.e., $U, D$ and $V$ represent the true singular value decomposition of $G$. Then we may write

$$
\begin{equation*}
A_{k}=G B_{k}=U D V B_{k} \tag{12}
\end{equation*}
$$

Since the $r$ largest singular values of $G$, reside in the upper $r$ quadrant of $D$ and ( $V B_{k}$ ) is necessarily unitary, the singular value estimates increase monotonically as $V B_{k}$ ultimately converges to an upper identity ${ }^{2}$. This avoids the problem of overestimating singular values as seen when the receive and transmit volumes are under sampled. The span of B converges to cover the truncated span of the true channel excitation modes. Although complete convergence can be slower, the energy in the actual dominant eigen-modes orthogonal to the span of $B$ quickly converges to zero.
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Fig. 6. Demonstration of power factorisation. The approximated singular values ( $\widehat{\sigma}_{i k}$ ) rapidly and monotonically converge to the actual singular value $\left(\sigma_{i}\right)$. In this example $r=20$.

## D. Implementation and Performance

Table II shows the cpu time requirements for calculating and estimating the singular values for various size channel matrices. The estimates are computed using the direct singular value decomposition, along with 2,5 and 10 iterations of the power factorisation method for a rank 20 approximation. The simulation was implemented in MATLAB ${ }^{t m}$ and run on a Pentium-IV ${ }^{t m}$. For large numbers of points, the proposed approach offers an order of magnitude improvement in time even allowing for 10 iterations of the power factorisation.

Note that further investigation is proposed to compare this computational efficiency to other methods of selective singular value calculation as outlined in [13-15] and implemented in the SVDPack library [16]. It may also be possible to improve the convergence of the power series method by using a technique similar to Ritz acceleration for orthogonal iteration [10].


Fig. 7. Convergence of power factorisation. The actual Frobenius norm error is well within the bound for the early iterations. The RMS error in singular values rapidly decreases as the larger singular values are quickly approximated.

## IV. CONCLUSION

We have shown that there is no preferential pre-conditioning sampling basis which preserves the singular values and guarantees a low-dimension representation of the channel in general. If we restrict ourselves to particular geometries, then preconditioning may be of assistance.

We have described a simple Ray Tracing algorithm, Power Factorisation, for estimating the singular values of a continuous spatial channel. This technique allows us to exploit the simplicity of the point-wise modelling approach while overcoming the large number of samples required for point-wise modelling.

The power factorisation method has been shown to converge monotonically to the correct singular values, and is significantly less computationally expensive than direct SVD on the large point-wise channel matrix.

TABLE II
CPU time using Pentium-IV ${ }^{t m}$ processor, and MATLAB ${ }^{t m}$. Fixed number of points comparing SVD and 2, 5 and 10 iterations of the Power Factorisation.

| Points | SVD | 2 Itns | 5 Itns | 10 Itns |
| ---: | ---: | ---: | ---: | ---: |
| 1225 | 175.2 | 5.7 | 7.8 | 11.6 |
| 900 | 64.4 | 3.9 | 4.2 | 6.1 |
| 625 | 19.3 | 1.5 | 2.1 | 3.1 |
| 400 | 4.0 | 0.6 | 0.9 | 1.3 |
| 225 | 0.8 | 0.2 | 0.3 | 0.5 |
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