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An example 

• Assume current top news 
is about NAB’s voice 
recognition technology. 
We get the search results 
by querying “technology”.  

 

• Is this desirable? 

• We don’t want to get a 
page full of similar or 
duplicate news (variant 
from different sources). 
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Another example 
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Apple 

• Is this better? 



Diversity 

• From these examples we can see that diversity 
is important. 

• How can we achieve this? 

– Maximum marginal relevance (MMR) 

• Carbonell & Goldstein, SIGIR 1998 

• Select set S (with K items) from all items set D 

• Choose item greedily until |S| = K 
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Problem 

• MMR is an algorithm, we don’t really know 
what underlying objective that it is optimising. 

• There are some previous attempts but full 
problem remained unsolved for 13 years. 

 

• What objectives would lead to diverse 
retrieval? (such as MMR) 

6 



Problem 

• Probability Ranking Principle (PRP) 
– Greedily choose items that are most relevant 

(potentially gives us the first example before) 

• Another extreme is 1-call@k 
– Happy as long as at least 1 item is relevant 

– Diverse! 

• Previous work shows that 1-call@k corresponds 
to MMR with λ = ½ 
– But in MMR tuning λ is important, is there another 

objective that leads to tunable λ that modulates 
diversity ? 
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Problem 

• What about n-call@k? 

8 

J. Wang and J. Zhu. Portfolio theory of information retrieval, SIGIR 2009 



Hypothesis 

• Start with 2-call@k 

– optimising this leads to MMR with λ = 2/3 

• There seems to be a trend relating λ and n 

 

• Hypothesis 

– Optimising n-call@k leads to MMR with λ = n/(n+1)  
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Graphical model of Relevance 

Latent subtopic binary relevance model 
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s = selected docs 

t = subtopics ∈ T 

r = relevance ∈ {0, 1} 

q = observed query 

 

T = discrete subtopic set 

Observed 

Latent (unobserved) 



Graphical model of Relevance 

Latent subtopic binary relevance model 
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P(ti = C|si) 

= prob. of document s 
belongs to subtopic C 
 

P(t = C|q) 

= prob. of query q refer 
to subtopic C 

Observed 

Latent (unobserved) 



Graphical model of Relevance 

Latent subtopic binary relevance model 
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Observed 

Latent (unobserved) 

If ti = t: 

P(ri=1|ti,t) = 1 

 

Else: 

P(ri=1|ti,t) = 0 



Optimising Objective 

• Expected n-call@k objective: 

 

 

• We want at least n out of the chosen k 
documents to be relevant, by choosing s that 
maximises the objective. 

• Note that jointly optimise s is NP-hard. 
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Greedy approach 

• We choose the documents consecutively with 
a greedy approach. 

– select the next document given all previously 
chosen documents. 
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Derivation 

• Nontrivial 

– I will explain at high level and highlight the main 
mathematical tricks that are used. 

– Rather than going through the details step by 
step. 
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Derivation 
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Derivation 
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Marginalise out all subtopics 
(using conditional probability) 



Derivation 
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We write rk as 
conditioned on Rk-1. 
 
Note that relevance r 
are independent given 
the subtopics t. 



Derivation 
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Sum over  



Derivation 
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dropping the first line 



Derivation 

• We arrive at 

 

 

• This is still a complicated term, but it can be 
expressed recursively. 
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Recursion 

This is derived using method that are very similar to previous derivation. 
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Explicit expression 

• We then unroll the optimising objective 
recursively to arrive at the explicit expression 
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Trick 1: Convert to max 

• To further simplify the objective, we assume 
that the subtopics of each document are 
known (deterministic), hence: 

 

• where in general the probability is between 0 
and 1. 

• Example next slide. 
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Trick 1: Convert to max 

 

• Generally: 

 

 

 

• Deterministic: 
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Trick 1: Convert to max 

• This assumption allows us to convert a 
product        to a max:  
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Trick 1: Convert to max 

• From the optimising objective when               , 
we can write 
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After Trick 1 
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Trick 2: combinatory simplification 

• Assuming that m documents out of the 
chosen (k-1) are relevant, then  
       

d                         (the top term) are non-zero  

    times. 
  

•                                               (bottom term) are 
non-zero          times. 
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Final form 

• After applying trick 2 and some manipulation, 
we derive the objective 
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Using Pascal rule to normalise:  



Comparison to MMR 

• The optimising objective used in MMR is 

 

 

• We note that the optimising objective for 
expected n-call@k has the same form as 
MMR, with                  . 

– but m is unknown 
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Expected value for m 

• Note that under expected n-call@k’s greedy 
algorithm, we would expect m to be 
approximately equal to n after choosing k-1 
documents (note that k >> n). 

• Hence replacing m by n gives us                 . 

– Our hypothesis! 
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Our contributions 

• We show the first derivation of MMR from first 
principle. 
– MMR optimises expected n-call@k 
– Analyse if MMR is appropriate for a given problem 

 
• This framework can be used to derive new 

diversification algorithms by changing 
– the model 
– the objective 
– the assumptions 
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Under certain assumptions, 
MMR optimises  

expected n-call@k 
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